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Abstract

Thereis a hugediversity of definitionsof “emotion” someof which are associatedvith
relatively shallav behaiouralor measurableriteriaor introspectablexperiencesfor instance
useof facial expression physiologicalmeasuresactvity of specificregionsof the brain, or
the experienceof bodily change®r desiressuchaswantingto run away, or to hurt someone.
Thereare also deepertheoriesthat link emotionalstatesto a variety of mechanismsvithin
aninformationprocessingrchitecturehat are not easilyobsenrable or measurablenot least
becausehey arecomponent®f virtual machinegatherthanphysicalor physiologicalmech-
anisms.We cancomparethis with “shallon” definitionsof chemicalcompoundsuchassalt,
sugaror water in termsof theirappearancandobseredbehaioursin varioustestsituations,
andtheir definitionsin thecontext of atheoryof thearchitectureof matterwhichis mostlycon-
cernedwith postulatedsub-atomientitiesandandawebof relationshipbetweerthemwhich
cannoteasilybeobsered, sothattheoriesaboutthemarenot easilyconfirmedor refuted. This
paperoutlinesanapproactio the searctfor deepeexplanatorytheoriesof emotionsandmary
otherkinds of mentalphenomenawhich includesan attemptto definethe conceptsn terms
of the underlyinginformationprocessingrchitecturesindthe classe®f statesandprocesses
thatthey cansupport.A seriousproblemwith this programmas thedifficulty of finding good
constraintson theories,sincein generalobserable factsare consistenwith infinitely mary
explanatorymechanismsThis “position paper’offersasapartialsolutiontherequirementhat
proposedrchitecturewecapableof having beenproduceddy biologicalevolution, in addition
to being subjectto constraintssuch as implementabilityin known biological mechanisms,
variousresourcdimits (time, memory enegy, etc.) andbeingableto accountor awiderange
of humanfunctionality Within suchanarchitecture-basettheorywe candistinguish(at least)
primary emotions secondaremotionsandtertiary emotions,andproducea coherentheory
which explainsa wide rangeof phenomenandalsopartly explainsthe diversity of theories:
mosttheoristfocuson only asubsebf typesof emotionsJik e the proverbial blind mentrying
to saywhatanelephanis on the basisof feelingonly aleg, anear atusk,thetrunk, etc.

Keywords: affect, architectureatrtificial intelligence cognitive sciencegdeliberatve, emotion,
evolution, intelligence meta-managemenind, reactve, reflective virtual machine.

*Thisis arevisedversionof a paperpresentedt the workshopon Behaviourplanningfor life-like avatars, atthe
I3 Spring DaysWorkshop,March 1999, Sitges,Spain. It is not intendedto be a thoroughandscholarlysurwey, but
a provocative “position paper”which outlinesan ambitiousapproacho the study of mind, building on the various
approachewhichit criticisesasinadequate!



1 Intr oduction

The study of emotionin cognitive scienceand Al hasrecentlybecomevery fashionablewith a
rapidly growing numberof workshops,conferencesnd publicationson the topic, somereport-
ing attemptsto produceemotionalbehaiour in robotsor software agents someconcernedvith
detectingandrespondingo emotionsin humanusersof computingsystemsandsomeaimingto
modelandexplain humanemotions.

This is nota new topic in Al, asshavn by Simon's importantcontritution over 30 yearsago
(Simon,1967),andvariouspapersearly20yearsagoin IJCAI'81 includingmy first paperonthis
topic (SlomanandCrouchey1981),which wasmuchinfluencedoy Simon's notionthatemotions,
motivationsandotheraffective phenomenaveredeeplyentwinedwith cognitive processeandthe
mechanism$or controlof internalandexternalbehaiour in intelligentagents.

There are now mary useful sureys of issuesconcerningemotions, but it is difficult for
newvcomersto the field to achiere a balancedverview, not leastbecausd€as Oatley andJenkins
point out) thereis a very wide variety of definitionsof “emotion” offered by researchersvith
differentviewpoints.For Al researcheraimingto produceworking systemst is temptingto think
of emotionsasrelatively easily simulatedpatternsof behaiour. The resultis a tendeng for re-
searcherso presensimplisticAl programsandrobotsasif they justifiedepithetdik e “emotional”,
“sad”, “surprised”,etc.

Suchprogramsmaybebasednanattemptto analyseconditionsunderwhich certainemotions
arethoughtto occurandthe behaiours typical of suchemotions. This leadsto the designof an
architecturecontrollingarobotor interactive softwaresystem,n which thereis a sub-component
(possiblylabelled“emotion”) which testsfor thoseconditionsand generateghe corresponding
behaiours, possibly using statevariableswith nameslike “angry”, “frightened”, “surprised”,
“pleased” etc. eitherwith booleanvaluesthatcanbetoggledor with a numericalor “qualitative”
rangeof valuesfor eachvariable. Thesemodelsareshallon insofar asthey have relatively simple
relationshipsbetweeninput and output. This is similar to a practicelambastedong ago by
McDermott (1981) namely using termslike “goal”, “plan”, “learn”, simply becausehere are
procedure®r variableswith thesenamesn a program.

2 Shallow modelsare not all bad

SomeresearchergBateset al., 1991; Reilly, 1996) have quite explicitly acknavledgedthatthey
areaiming for shallow modelswhosemeritsare basedon breadth namelypossessin@ variety
of capabilitiessupportedoy diversemechanismspr mechanismshatcancopewith a wide range
of cases.Such“broad andshallov” designamay be usefulfor certainpracticalpurposesuchas
enliveningcomputergamesor otherinteractve entertainmentsr perhapshelpingnawve usersof
computingsystemsy makingthemappeamore“human”thanthey are.Onewayto achiese such
breadthwhile still usinga shallov model,is to try to encompasa very wide rangeof casessuch
asthosesurweyedin (Ortory etal., 1988).

Shallov modelsarefine if they have alimited purposewvhichis madeclear e.g.to entertainor
to teachprogrammingpr to modelsomelimited aspecbf controlof postureor facial expression,

E.g. (Goleman,1996;LeDoux, 1996;Oatley andJenkins,1996;Ortory et al., 1988; Picard,1997;Elliot, 1998;
Hatanoetal., 2000)



etc. | have a very shallov modef in which simulatedmobile robotscanbe in statesdescribed
asglum, surprisedneutralor hapyy, but this is nothingmore than an elementaryteachingtool.

Studentsplay with and extend it in orderto learn agentprogrammingtechniques.In the near
future, therewill probablybe a growing use of very shallov modelsof emotionin computer
entertainmentsThereis nothingwrongwith that,if they aresuccessfuét entertaining.However

that doesnot necessarilynake them plausiblemodelsof humanor animalemotions. They may
not evenbeusefulstepsn thedirectionof suchmodels.

Shallav modelscansometimeplayarolein thesearcHor deepemodels.Building inadequate
models,andexploring their capabilitiesandlimitationsis oftenanessentiapartof the processof
learninghow to designmore complex and more satishictory models,as explainedin (Beaudoin
andSloman,1993;Sloman,1993b).

3 Inconsistentdefinitions and usages

If we wantto understancind modelwhatarenormally referredto as“emotions”in humansand
other animalsthen we needto startfrom a deeperanalysisof the conceptswe are aiming to
instantiate. This task is madedifficult by the fact that we do not all agreein our usageof the
word “emotion”. For example,somewill call surpriseanemotionwhereasothers(Ortory etal.,
1988)will saythatit is just a cognitive statein which an expectationhasbeenviolated,asoften
happensn acomplec anddynamicworld, andcanevenoccurwhendoingmathematicsOf course,
surpriseik e ary otherstate cantriggerstateghatmostpeoplewould call emotions.

Therearealsodisagreementsver whetherpainsandpleasuresare emotions,someregarding
it asobviousthatthey are,whereasthersfind it equallyobvious thatonecanhave the painof a
pin-prick or the pleasureof eatinganice creamwithout feelingat all emotionalaboutit. E.g. one
canbetotally unconcerne@boutthe pin-prick, while acknavledgingthatit hurt. Of course yvery
intensepainis adifferentmatter

Anotherexample:somepeoplebelieve thatemotions py definition,cannotexist withoutbeing
experiencedwhereasothers(including somenovelistsand playwrights)regardit asobviousthat
someonecan be angry or infatuated(and thereforein an emotionalstate)without being awvare
of their state,evenif friendsnoticeit. On further investigationthis disputecan sometimedurn
on whetheran emotions beingexperienceds takento imply thatthe emotionis recognizedand
labelledassuch,or only to imply thatit involvesbeingawareof somementalstatesandprocesses
relatedto the emotion. At oneextremea theoristwill saythatyou cannotenjoy somethingunless
you recognizeandcateyoriseyour stateasenjoyment. An intermediatgpositionwould claim that
theremustbe someexperiencehat you recognizeand categyorisewhich is partof the enjoyment,
evenif thetotal stateis not recognized At anotherextremeit is claimed(Ryle, 1949)thatintense
enjoymentcanoccurwhereall one’s attentionis focusedon external phenomenag.g. enjoying
a gameof football whereoneis thinking only of the otherplayers,wherethe ball is, who needs
to bemarked, etc.,without beingaware of arnything internalto oneself. Anothersuchexampleis
enjoying anoperaor play with attentionfully engagedy whatis happeningn thetheatrewithout
beingaware of ary additional processegjoing on in one’s own mind. Whenit is objectedthat
theremustbe someadditionalexperiencedstatefor enjoymentto occurit is not clearwhetherthis
is aconceptuatlisagreementr anempiricalone. (Whatevidencecouldhelpto settleit?)

2Seehttp://www.cs.bham.ac.uk/researcbfog/sim/teach/sinfeelings



A differentdimensiorof disagreemerntoncerngheattribution of emotionalstatesandpossibly
othermentalstatesto otheranimals. Doesa fish feel pain whencaughton a hook? Whena fly
detectsandescapegust in time from the handslammingdown onit, doesit have a stateof fear,
or relief atits narrav escape™o painsoccurif you pull its legs off? Debatesover animalrights
frequentlyrevolve arounddisagreementever what mentalstatesare possiblefor animals. It is
alsopossibleto argueover mentalstatesof ahumanfoetusor neonate Doesthe physicalresponse
to aprodshav thata humanfoetus,or a snail,findsit unpleasant?

Not only aretheredifferencedn theoriesandusagedetweenindividuals, it is even possible
for individualsto beinconsistenin theirown usagefor instancesomepeoplewill statethatloveis
atypeof emotion,thenlateradmitthatthey (a) they arenotin anemotionalstateand(b) thatthey
love theirfamily, their country the gameof football, etc. It is possiblethatwhensuchpeopleoffer
love asanemotionthey arethinking of episode®f passioror fervour, whereasvhenthey saythey
lovetheirfamily, etc.they arereferringto anattitudewhichis primarily acollectionof dispositions
which are dormantmost of the time but can be triggered,under certainconditions,to produce
emotionalepisodesinvolving variousmentalandphysicalprocessesSimilar inconsistenciesan
ariseover the classificationof moodsas emotions: someonemay regardbeingin an optimistic
moodasanemotionalstate yet claim not to be feelingemotionalwhenin a statewhich they also
characteris@soptimistic.

Inconsistenciebetweerandwithin theexplicit theoriesandthe non-reflectve linguisticusage
of peoplewho talk aboutemotionsare an indication that we are dealingwith a deepset of
confusionsabouthow our ordinaryconceptsvork. Perhapghoseconceptsaresimply inadequate
for the purposeof characterisinghe enormouslyrich variety of mentalstatesthat canoccurin
humansandotheranimals.

From this viewpoint it is very rashto assumethat the aim of building machinesthat have
emotionsor which modelthemis awell-definedaim.

4 Possiblestrategies

Whatcanwe do aboutthis? Therearemary alternatves,includingthefollowing stratejies.

e Giveuptalk of emotiongandothermentalstates)n our sciencgassomebehaiouriststried
to do).

e Inventa precisedefinitionof “emotion”, for instancen termsof a setof condition-response
patternsanduseit regardlesof how it relatesto ordinaryusageor the definitionsoffered
by others-the simpleststrateyy for would-beemotionmodellers.

e Treattheconceptsasinherentlyfuzzy or probabilisticandattemptto investigatethe associ-
atedprobabilitiesby doing researctio find out probabilitiesof variouslabelsbeingusedin
variouscontexts, or the probabilitiesof variousbehaiours or expressiondeingusedwhen
peopleclaimto bein anemotionalstate.

e Attemptto producea deeptheory of the information processingarchitecturesunderlying
all the differentphenomenaandthendefinenew architecture-basecbnceptshatprecisely
identify subsetof thosephenomenaThis couldincludestatesand processesvolving the
agents relationswith the perceved physicalor socialervironment.
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In the Birmingham Cognition and Affect project we have adoptedthe architecture-basedp-
proach, describedn papersn the projectdirectoryat www.cs.bham.ac.uk/research/cdgaf

5 Opinions about an elephant

This hasled usto hypothesisanexplanatoryarchitecturesketchedoelow, andto identify various
typesof statesand processeshat can occurin suchan architecture. We can then investigate
the propertiesof thosestatesandprocessesvhich seemto correspondo the sortsof phenomena
that are of concernboth in ordinary corversationsaboutemotionsandalsoin variousscientific
and philosophicalresearctende&ours. We canthenformulate definitionsof a wide variety of
statesand processesupportedby the architecturewhich can be groupedin variousways. For
instanceasexplainedbelow, we have foundit illuminating to distinguishprimary, secondaryand
tertiary emotionswhichariseoutof differentarchitecturalayersthatmayor maynotbepresentn
differentanimalandrobotarchitectureskFurthersubdvisionscanthenbe madewithin thesethree
cateyories.We canalsoinvestigatepreciselydefinedarchitecture-basecbnceptshatapproximate
to otherlooseconceptof ordinarylanguagesuchasmood,attitude,intention,desire etc.

From this viewpoint the contradictoryopinions expressedoy peoplestudyingemotionsare
ratherlik e the opinionsof the proverbial ten blind men eachtrying to say what an elephantis
on the basisof feelingonly a small partof it. Insteadof arguing over which descriptionis right
we cantry to characteris¢he whole elephanttherebyexplainingthe contradictionsetweerrival
definitionsandpartial theories. This is partly like the approachadoptedn (Ortory et al., 1988),
namelycharacterising spaceof possiblestatesndependentlyf debatesboutwordsandphrases
accuratelycorrespondo which states.

Themulti-layerarchitecturelescribedelon accommodatesereraldifferentvarietiesof states
which could be called emotions: very primitive primary emotionsrootedin very old biological
mechanismsuchasstartlemechanismsharedwvith mary otheranimals,andalsomoresophisti-
catedsemanticallyich secondanandtertiary emotionsthatare probablyuniqueto humanguntil
we build human-like robots),suchasbeingapprehensie aboutthe outcomeof arisky plan,being
infatuatedvith someoneor feeling humiliatedbecausesomesilly mistake you madewaspointed
outby afamouspersonin alarge public lecture.

The taxonomyof Ortory et al. focuseson a particular set of cognitve and motivational
states(including what some peoplewould describeas attitudesratherthan emotions)and can
be accommodatedithin the classef secondaryandtertiary emotionsdescribedelaw, though
they arelessconcernedvith the specificatiorof a completearchitecture.

6 How to achieve greaterdepth

A desirablebut rarely achieved type of depthin an explanatorytheoryis having a modelwhich
accountgor a wide rangeof phenomena.One of the reasondor shallovnessin psychological
theoriess consideratiorof too smallavariety of cases.

SPreviouslyreferredto asthedesign-basedpproactin (Sloman1992) wheredesign-basetheoriesarecontrasted
with phenomena-basdteories which merelylook for relationshipshetweermnbsenablephenomenandsemantics-
basedheorieswhich uselinguistic investigationgo discover whatwe meanby variousexpressionslescribingmental
phenomena.



If insteadof thinking only aboutnormal adult humans(or only aboutrats as someexperi-
mentalistsusedto do) we consideralsoinfants, peoplewith brain damageor diseaseand also
other animalsincluding insects,birds, bonobos,etc., we find evidencefor myriad information
processingrchitecturegachsupportingand explaining a specificvariety of mentalcapabilities.
Yet morepossiblearchitectureseachsupportinga collectionof possiblestatesandprocessesan
befoundin robots,softwaresystemsaandmachinesof thefuture!

Conceptdescribingmental statesand processen one animalor machinemay be inappro-
priatewhendescribinganotheryif the latter lacksthe requiredarchitecturegvenif its behaviour
appeargo justify the attribution. For instance a purely reactve animalreactingto a threatening
situationmay be thoughtto be in a stateof fear But a geneticallydeterminedautomaticescape
reactionis differentin mary waysfrom anexternallysimilar escape&eactionproduceddy asystem
thatunderstandtheimplicationsof thethreatandon thatbasisdecidego escape.

Likewise,conceptselevantto normaladulthumansmaybeinappropriatdor new-borninfants,
victimsof Alzheimersdiseasegr anentertainingobotwhich canbemadeto look hapyy, anngyed,
surprisedgetc.

Althoughhumanadultsseento beinnatelyprogrammedo attributeall sortsof mentalstatedo
infants,it is lik ely thatnew-borninfantsareincapableof having someof them.Most peoplewould
agreethat a newborn infant is incapableof wonderingwhetherit will ever have grandchildren.
Why? Likewisea newborninfantmaybeincapableof feelinghumiliatedby peoplelaughingatits
facialexpressionjf it lacksthe architectureequiredfor humiliation. It may evenbeincapableof
feelingpainin the sameway asanadult,despitedisplayingcompellingexternalsymptoms.

It often goesunnoticedthat muchof what poetsandnovelistssayaboutus,andwhatwe say
aboutour friendsand ourseheswhen gossippingor discussingour interestsJoves, hopes,fears
andambitions,mplicitly presupposethathumansareessentiallyinformationprocessingystems.
E.g. whenpoetsdistinguishfickle liking which is easilydiminishedby new informationanddeep
love which is not, they implicitly presuppos¢hat new informationcanhave powerful effectson
information-basedontrolstates.

By consideringpossibledescriptve and explanatoryconceptggeneratedy a virtual madine
information processingarchitecture we obtain a broaderand deeperexplanatorytheory thanis
normally found in philosophy psychologyor social science,or mostcomputermodelling. Of
course suchatheoryshouldsatisfyempiricalconstraintsncluding evolvability, implementability
in neuralmechanismgesourcdimits, etc.

7 Exploring neighbourhoodsin designspace

Looking at the variety of statesand processesupportableby a classof architectureshasbeen
likenedabove to seeingthe whole elephant.Unfortunately thereis morethanone“elephant”to
study sincearchitecturevary betweerorganismgandmachinespandevenwithin anindividualit
may developovertime, e.g. betweennfang/ andadulthood.

A full understandingf the variousphenomenahat might be called emotions,thereforere-
quires comparatie analysisof possibilitiesand trajectoriesin designspaceand niche spac¢,

4A niche,in biology or engineeringis an abstracsetof requirementsor anorganismor machine againstwhich
instance®f a classof designscanbe compared.In simplecasesve canusea “fithessfunction”, giving a numerical
result.In generakherelationbetweera designanda nicheis bestthoughtof asa complex qualitative description.



asoutlined in (Sloman, 1994; Sloman, 1998b; Sloman,2000b). We understanda particular
architecturebetterif we know whatdifferencesvould ariseout of varioussortsof designchanges:
which capabilitiesvould belostandwhich would beadded We alsohave a deepemunderstanding
of thearchitecturef we canseewhatsortsof pressureandtrade-ofs ledto its evolution,andhow
it mightdevelopor evolvein future.

Thisinvolvesgoingbeyondthe majority of Al projectsor psychologicainvestigationsnsofar
asit requiresusbothto considerdesigngor completeagentsn additionto designgor component
mechanismandalsoto do compaative analysisof differentsortsof designs.

A comprehensie theoryof emotionsandothermentalstatesequiresa surwey of typesof in-
formationprocessin@rchitecturesoveringhumansof varioustypes,otheranimals future robots
andsoftwareagents.For eachtype of architecturenve canpreciselydefinethe sortsof statesand
processed#t supports,andif we decideto label someof thoseas emotionalstatesit becomesa
factualquestionwhetherparticularorganismsor machinesarein sucha stateor not: the answer
depend®nwhethertheindividual (a) hasaninformationprocessingrchitecturghatis capableof
supportingsuchstates and(b) whetherthe component®f the architecturearein the appropriate
functional statesto producethe precisely-definedort of emotionthatis in question. (Someof
the conceptamay be definedin relationto featuresof the ervironment. E.g. wantingto go up
the Eiffel Tower is a statethat dependson the existenceof the Eiffel Tower.) Having produced
suchprecisedefinitionsof variouskindsof architecture-basementalstatesve canformulateand,
perhapsgegin to answey new, moreprecise,questionsaboutwhich agentsare capableof having
which sortsof emotions experiencesthoughts,andso on. Thereis thenno risk of beingbogged
down in endlesgerminologicaldisputesor philosophicalargumentsat cross-purposesss often
happensiow.

Of course,the fact that a questionis a factualone with correctandincorrectanswersdoes
not imply thatit is easyto determinethe answey asthe history of physicsshows very clearly.
Sometimeghe questionhasto remainunansweredintil new technologyis availableto probethe
systemin greaterdepthandprecisionthanpreviously. Sometimeghe theoryhasto be extended
with links to other theoriesbefore obsenation or measurementan provide relevant evidence.
This pointis well discussedn standarditeratureon the historyandphilosophyof scienceg.g.in
Popper(1934)andchapter2 of Sloman(1978).

8 Constraints on theorising

If wewishto go beyondthestudyof sortsof informationprocessingrchitectureshataretheoreti-
cally possibleandattempto describehearchitecturef aparticularindividual or thearchitectures
typical of memberf a certainbiological specieswve find thatit is extremelydifficult to infer the
architectureof a machinethatwe have not designedurselesif we do not have accesgo design
specificationsusedin its production. This is analogougo the task of decompilinglarge “legacy
software” systems.

No amountof obsenation of the externalbehaiour of any animalor machinecandetermine
the underlying architecture,sincein principle ary lifelong set of behaiours can be produced
by infinitely mary differentinformation processingarchitecturesincluding totally unstructured,
unintelligible,“flat”, multi-componengarchitecturesassuggestedh Figurel. Decompilinginfor-
mationgleanedrom invasie or non-irvasve obsenationof internalphysicalstructuress justas
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Figurel: Anunstructuedmess?
Any observedbehaviour might be producedby an unintelligibly tangled and non-modular
architectuie. (Rectanglegepresentinformation stores and buffers, ovals representprocessing
units,and arrowsrepresentflow of information,including control signals.)

hard,e.g. if we don't evenknow at what physicallevel mostof the architecturas implemented.
Do neuronsor moleculesdo mostof theinformationprocessing?

A commonway of avoiding theseproblemss to formulatetheoriesthataddress very narrov
rangeof phenomenaoasto yield conditionalpredictionsthatcanbetested:if we do X to people
in conditionsC, they will respondby doing, etc. The problemis thatlimiting one’s theorising
to sucheasilytestablehypothesepreventsformulationof truly deepexplanatorytheories suchas
thosewhich have beenof mostprofoundimportancen physics?

Thestudyof mindis far morecomplec thanthe studyof physicsastherearesomary possible
information processingarchitecturessupportingdifferent collectionsof conceptsand different
typesof laws of behaiour. In generait is not possibleto formulateinterestingestablenypotheses
abouthow a particularsort of mind works without assumingexplicitly or implicitly) the type of
information processingarchitecturethat it uses. But decidingwhich architectureto proposeis
verydifficult andis notin generakonstrainedy experimentabbsenations,thoughthey certainly
provide cluesandtests.

We can, however, constrainour theoriesby combininga numberof considerationsvhich |
have discussed greaterlengthin (Sloman,1998b; Sloman,2000a),suchas: (1) trade-ofs that
caninfluenceevolutionary developments(2) whatis known aboutour evolutionary history; (3)
what is known abouthumanand animal brains and the effects of brain damage,(4) what we
have learntin Al aboutthe scopeandlimitations of variousinformationprocessingrchitectures,

SThis topic was discussedt greaterlengthin chapter2 of (Sloman,1978),which distinguishedhe study of the
form of the universefrom the studyof its contentsincluding regularitiesandcorrelations.Deepsciencerequiresthe
former. Shallov scienceassumes form, oftenimplicitly, andtheninvestigatesa subsetof the contentscompatible
with thatform. A deeptheorymight statethatthereexist sub-atomigparticlesthathave variousmassesndelectric
chagesthatcanbecombinedn differentways. A shallavertheorymightrelatethe deflectionof astreanof electrons
to the strengthof a magnetidfield throughwhich they pass.
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Figure2: A “vertical” divisioninto threetowelrs
Organismsandrobotsrequire perceptualmetanismsand action medanismsof varying degrees
of sophisticationalong with somepersistentinternal statewhich may be modifiedover various
time-scales.Thisleadsto Nilssons “triple tower” model(Nilsson,1998). Arrowsrepresentflow
of information of variouskindsincluding control signals. Theboundariesbetweerthe “towers”
neednotbeverysharp,especiallywhele thereis rich two-wayinformationandcontrol flow. Later
weshowthat ead pillar canbedividedhorizontally

mechanismand representationg5) introspectve evidence,suchas my knowledgethat before
buying tickets| consideredand evaluatedalternatve ways of travelling to the conferencavhere
this paperwaspresentedTheseconstraintsareprior to the sortsof requirementsnorecommonly
foundin philosophyof scienceexts, suchasthe requiremenbf testability or the requiremento
fit statisticaldatabetterthanalternatve theorieshathave beenproposed.

Although our theorieswill still remainconjecturalfor sometime to come, becauseof the
complity of humanmindsandbrains,we canat leasthopeto shaov that someconjecturesare
betterthanothers,if we take a broadenoughview of whatneedsto be explained. The next few
sectionsoutline a two stageapproach.Thefirst stagecharacterisea generalarchitecture-schema
calledCogAff whichspecifiesn broadoutlineavarietyof typesof functionalrolesfor mechanisms
that may occurwithin organismsor robotsof variouskinds. In the secondstagewe presentan
instanceH-Cogaf of this schemawhich we proposeas a first draft model of the information
processin@rchitecturaypical of humanminds.

The CogAff schemadefinesa framavork of possibledesignsfor information processingar-
chitecturedor organismsor machinesl|t is usefulfor thinking aboutbiological organismshut is
notintendedto cover all possibilities,asit saysnothingaboutmary of the architectureslesigned
by engineersandit doesnot includedistributedmulti-agentsystemsthoughit could specifythe
individualsin sucha system.

9 CogAff: anarchitecture schema

Nilsson(Nilsson,1998) proposedhatintelligent systemscanbe analysedn termsof the “triple
tower” modeldepictedn Figure2, which approximatelyseparateperceptuamechanisms;entral
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processingnechanismsand action mechanisms.He calls the centraltower the “model tower”,
thoughthis labelmaybetoo restrictive for therangeof functionssketchedoelown. Thetriple tower
modelis mainly aresultof functionalanalysiscombinedwith obsenationof existing organisms.

Anotherbreakdavn of information processingunctionality comesfrom both functionaland
evolutionaryconsiderationsThis is the triple layer modelsketchedin Figure3, anddiscusseat
greaterlengthin previous paperse.g. (Sloman,1997; Sloman,1999b; Sloman,1998a;Sloman,
2000a;SlomanandLogan,1999;SlomanandLogan,2000)). Thesehreelevelsaredifferentfrom
thethreediscussedby Nilssonin chapter25 of (Nilsson,1998),thoughthereis someoverlap.

If the threelayersandthethreetowersaresuperimposeasin Figure4 we arrive at a grid of
typesof architecturatomponentsyhereperceptuaimechanismbave severallayerswith different
kinds of sophisticationrequiredto meetthe needsof the differentcentrallayers. Likewise the
actionmechanismsnay have differentlevels of sophisticatiorsupportingdifferentsortsof func-
tionality arisingout of differentlevelsof centralprocessingln thefigurewe have alsodepictedan
“alarm” mechanismyhich could alsobe thoughtof asmerelya partof the centralreactve layer,
receving inputsfrom all over the architectureand sendingcontrol signalsto mary partsof the
systemjn orderto achieve rapidredirectionof internalandexternalprocessing.

The CogAff schemethus depictedspecifiesa variety of componentsvhich neednot all be
presentin a particular machine,and which may be relatedin differentways, giving different
specificarchitecturesFor instanceaninsector simplerobot might have anarchitecturancluding
only the reactve layersasin Figure5 whereassomeotheranimalsmight have both deliberatve
andreactve mechanismssin Figure6.

Moreover, very differentdesignsfollow from differentfunctionalrelationsbetweencompo-
nents. For example,we referto an Omega architectureasonein which the informationflow is
essentiallya pipelinewith informationcomingin at bottomleft, going up the centralcolumnto
somehigh level decisionmaking systemand thenflowing down the centreand out throughthe
bottomright, roughly with the shapeof a Greek{2. For anexamplesee(Albus,1981). This has
somesimilaritieswith the ContentionSchedulingnodelin (CooperandShallice,2000).

The subsumptiorarchitecturgoroposedy Brooks(Brooks,1986;Brooks,1991),canbeseen
asa variantin which thereis only a reactve layer, containingseveral parallel pipelines,with
informationflowing from left to right within eachpipeline,but with factualinformationgoing up
from lower levelsto higherlevelsandcontrolinformationgoingdown from higherlevelsto lower
levels. A hybrid architecturesuchasFigure 6 might include a reactve subsumptioriayer anda
deliberatve layer.

One of the key featuresthat givesthe CogAff schemaits generalityis the possibility that
the differentcomponentsjnsteadof forming partsof simple pipelines,canall be concurrently
active andconcurrentlysendingnformationof variouskindsto arbitrarily mary othercomponents,
allowing awide variety of feedbackmechanismandtriggeringmechanismsFor instancea high
level goal generatedwithin the deliberatve or meta-managemeiayer could sendinformation
to perceptualmechanismsn orderto directthem physicallyandalter their processingSloman,
1989). Likewise differentsortsof centralprocessingt differentlevels of abstractiomrmight send
signalswith differentlevels of abstractiorto actionmechanismsSincemary suchthingscould
happenconcurrentlywe infer a needfor arbitrationmechanismsOne suchis the attentionfilter
with dynamicallyvaryingfilter thresholdn Figure6. Oftenarchitectureproposedvith diagrams
thatlook superficiallysimilar turn outto bevery differentwhenthe detailsarespecifiedjncluding
detailssuchaspossibledirectionsof informationflow anddegreesof concurrenyg.
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It is now commonplacan Al to distinguishreactive medanismsin which statesdetectedby
sensos (Whetherexternalor internal)immediatelftrigger responseévhetherexternalor internal)

from deliberative medanismsin which alternative possibilitiesfor action can be consideed,
cateyorised,evaluated,andselectedr rejected.More geneally a deliberative medhanismmaybe
capableof “what if” reasoningaboutthe pastor future or evenhowthe presentmighthavebeen.
Thedepth,precisionandvalidity of sud reasoningcanvary. A meta-mangementayer addsthe
ability to monitor evaluate andto someextentcontrol processe®ccurring within the systenin

somethindike the way the whole systenobservesaand actson the ervironment. The two bottom
layers differ in thatthe secondevolvedmud later andrequiresa far more sophisticatedong term
memoryandsymbolicreasoningcapabilitiesusinga shorttermre-usablanemory Thethird layer
mayhaveevolvedlater andrequiresexplicit useof conceptgeferringto statesof aninformation
processingrchitectuie. Theearliestorganismslike mostexistingorganismsyeretotally reactive

Deliberative and meta-mangementlayers evolvedlater. Adult humansappearto haveall three
typesof processing which is probably rare amongother animals. The three layers operate
concurently, and do not form a simpledominancehierarchy. As previously arrowsrepresent
flow of informationandcontrol, andboundariemeednot be sharpin all implementations.

10 Sketchof atheory of humans: H-Cogaff

Within thegeneraframavork of the CogAff schemave have developedaparticularinstancewvhich
we now call H-Cogaf, depictedin Figure 7, anddiscussedn more detail in earlierpaperse.g.
(Sloman,2000a).0ur conjectures thatthe informationprocessingrchitectureof a normaladult
humanis somethinglike H-Cogaf (augmentedvith sub-mechanismaot shavn in the figure).
This conjectureis basedon evidenceof mary kinds from several disciplines,and the sorts of
constraintson evolvability, implementabilityand functionality mentionedabore. Accordingto
thistheory:

(a) Evolution, like engineersfound that (partly) modulardesignsare essentiafor defeating
combinatoricsn thesearchor solutionsto complex problemgwith only 4,000,000,00@earsand
onebiosphereon anearth-sizeglanetavailable).

(b) Humaninformation processingnakesuseof (at least)threedifferentconcurrentlyactive
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If we considera systenin which boththedivisionbetweemerceptual,central and motor systems
can be made and also the division betweerreactive delibemative and meta-mangementiayers,
andif we assumehat the perceptualand motor systemsncludecomponentselatedto the needs
of all three central layers, thenwe havea three by three grid of architectural componentsvith
differentsortsof functionality If someof the internal processings slowrelativeto the speedst
which thingshappenin the ervironmentthenit maybe usefulto haveinputsfrommanyparts of
thesystermnio a fastpatterndrivenreactive*alarm” medanismthatcanredirectthewholesystem.
Solidarrowsare asbefore. Theshadedarrowsrepreseninformationflowingto andfromthealarm
medtanism.Thealarm medanismbeingpurely reactiveandpatterndrivenwill typically bestupid
andcapableof mistales,but maybetrainable

architecturallayers, a reactve layer, a deliberatve layer, and a meta-managememayer which
evolved at differenttimes, which we sharewith other animalsto varying degrees,along with
various additional supportingmodulessuch as motive generators;'global alarm” mechanisms
andlong term associatie storagemechanismsThe differentlayersand supportingmechanisms
may have evolved from purely reactve mechanismé&y meansof thetypical evolutionarytrick of
makinganothercopy of an existing mechanismandthengraduallytransformingthe functionsof
thenew copy. This almostcertainlyhappenedereraltimesin the evolution of brains.

(c) Reactve systemanay be very comple, andpowerful, especiallyif internalreactionscan
be chainedtogetherand cancausemodificationof internalstateswvhich trigger or modulateother
reactions.l do not claim thatdeliberatve or meta-managememtechanismgrovide behaioural
capabilitiesthat could not in principle be provided by purely reactve mechanisms. Ratherl|
have arguedelsavherethatachieving the samefunctionality by purelyreactve meanswvould have
requiredafarlongerperiodof evolution with morevariedcircumstancesandafar largerbrainto
storeall the previously evolvedreactive behaiours. Thetime andbrainsizerequiredfor a purely
reactve human-like systemare probablytoo largeto fit into the physicaluniverse. Somepeople
who arguein favour of purely reactve systemsdo not considerthe trade-ofs involvedin these
resourceassues. Merely showving thatin principle reactve systemssuffice provesnothingabout
whatcanwork in practice.

(d) Reactve, deliberatve andreflective layerssupportdifferentclassesof emotionsfoundin
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humansandotheranimals,including the primary andsecondaryemotionsdiscussedy Damasio
andPicard(Damasio,1994;Picard,1997),andthetertiaryemotiond have discussedih comment-
ing ontheirwork (Sloman,1998a;Sloman,1999a).

1. thereactve layer, includinga globalalarmmechanismaccountdor primary emotionge.g.
beingstartledfrozenwith terror, sexually aroused);

2. the deliberatve layer supportssecondaryemotionslik e apprehensiomand relief which re-
quire“what if” reasoningabilities (thesearesemanticallyrich emotions);

3. themeta-managemefreflective) layersupportsiotonly controlof thoughtandattentionbut
alsolossof suchcontrol,asfoundin typically humantertiary emotionssuchasinfatuation,
humiliation, thrilled anticipationof a future event. (This layeris alsocrucialto absorption
of a cultureandvariouskinds of mathematicalphilosophicakndscientificthinking.)

All the layersare subjectto interferencefrom the othersand from one or more fast but stupid
partly trainable“global alarm” mechanismge.g. spinalreflexesof varioussorts,the brain stem,
thelimbic systemincludingtheamygdalagtc.)

(e) A morefine-grainedanalysisof typesof processethatwetendto call “emotions”in humans
would show thatthe above three-foldclassificatiorinto primary, secondaryandtertiary emotions
is somavhatsuperficial.For instancetherearedifferentwaysemotionscandevelopovertime,and
thethree-folddistinctiondoesnot sayarnything aboutthat. A shortflashof angeror embarrassment
whichquickly passess verydifferentfrom longtermbroodingor obsessiejealousyor humiliation
which graduallycoloursmoreandmoreof anindividual’'s mentallife.

() Perceptuabind motor systemsare also layered: the differentlayersevolved at different
times,actconcurrently andhave differentrelationshipgo the “central” layers. E.g. deliberatve
mechanismsnake useof high level characterisationsf perceved statesge.g. seeinga bridgeas
“rickety” or an ornamentas “fragile”. Using someof Gibsons ideas,this canbe describedas
perceptiorof abstractaffordances.

(g9) Analysingwaysin which component®f suchan architecturemight bootstrapthemseles,
develop,reolganise¢hemseles,acquireandstoreinformation,or gowrong,will providefarricher
theoriesof learninganddevelopmenthanever before.

(h) Thethreelayersaccounfor differentcognitive andaffective statesaswell asdifferentpos-
sible effectsof braindamageandotherabnormalitiesFor instance someaspect®f autismseem
to involve malfunctioningor non-functioninghigherlevel perceptuaimechanismgassuggesteth
(Sloman,1989)).

(i) A multi-layeredarchitectureof the sortproposecouldgive robotsvariouskinds of human-
like mentalstatesand processesincluding qualia arising out of inward focusedattention. As
sciencefiction writers have noted,this might lead somerobotsto re-discaer philosophicalcon-
fusionsaboutconsciousnessSoftware agentscould have similar capabilities. However, detailed
differencesn physicalembodimentandvirtual machinearchitecturegould entailmary kindsof
minor differencesn the mentalstatesof which they arecapable.This is no differentin principle
from the fact that mental statespossiblefor adultsand children are different, or for malesand
femalesor humansandcats.

Many doubttheseclaimsaboutrobotsbecausehey seethe limitations of existing computer
basedmachinesandsoftware systemsand cannotimagineary waysof overcomingtheselimita-
tions. They donotrealisethatwe arestill in theearlystageof learninghow to designinformation
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Figure5: A reactivesystenwith global alarms.
Somethindike this mightbe an architectuse for a fairly sophisticatednsect.

processingystems.(Claiming that computerswill be ever more powerful is not enoughto allay
thesedoubts:we alsoneeddeepanalysisof the conceptaisedto expresshedoubts.)

11 Alternativesin designspace

Althoughtheabove theoryincludesa sketchof anarchitecturéor human-like intelligentsystems,
thereis no suggestiorthatthis is the only sortof intelligence.‘Intelligence’, like ‘emotion’, is a
clusterconceptreferringto avariableclusterof capabilities andadmittingawide variety of types
of instanceswith no sharpboundaries.In particular animals(and perhapshumans)exist with
differentsubsetof the full arrayof mechanismslescribedabove, andwithin thosemechanisms
considerablevariationis possible.

For example,mary insectsappearo be capableof remarkableachieazementsbasedentirely
in complex collectionsof purelyreactve mechanismssuchastermitesconstructingheir “cathe-
drals”, with air conditioning,nurserychambers@ndotherextraordinaryfeatures.

So| am not derying that there can be organisms(and robots)which are purely reactve, or
which combineareactve mechanisnwith a separatglobalalarmsystemasin Figure5.

More sophisticate@rganismshave bothareactve andadeliberatve layer, providing “what if”
reasoningcapabilitiesasillustratedin Figure6. Suchmechanismgrovide the ability to construct
specificationsof hypotheticalpastor future situationsandto reasonaboutthem. Many writers,
includingCraik (Craik,1943)aslongagoas1943,have pointedoutthatsuchabilitiesmayincrease
biologicalfitness.

It seemghat someotheranimalsbesideshumanshave deliberatve mechanismshoughthey
vary enormouslyin their richnessandflexibility . For instancehow effective suchcapabilitiesare,
will dependon a numberof factorsincluding the type andsize of re-usableshortterm working
memory the type of representationainechanismsavailable, the type and size of the trainable
associatie memorywhich canstoregeneralisationaboutthe environment,andsoon.

The deliberatve layer might have evolved as a resultof a mutationwhich at first led to the
copying of a trainableassociatie memoryin a purely reactve system. After that, the newv copy
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Figure6: A hybrid architecture with global alarms.
In a hybrid reactiveanddelibemative systemit maybenecessaryo havean “attention filter” with
dynamicallyvaryingfilter thresholdto protectthe resouce-limiteddeliberative metanismfrom
beinginterruptedtoo oftenduring urgentandintricate tasks.However an alarm systenor intense
perceptualinputsmaybe capableof exceedinghefilter threshold.

might have gradually evolved, along with other mechanismsto provide the ability to answer
guestionsabout“what would happenif” insteadof “how shall | reactnow”. Making good use
of sucha “what if” reasoningcapability requiresbeing able to store generalisationsboutthe
ervironmentat an appropriatdevel of abstractiorto allow extrapolationbeyond obsered cases.
Thisin turn couldgeneratevolutionarypressuréowardsperceptuasystemsavhichincludehigher
level abstractionrmechanisms.All this is, of course,highly speculatre, and needsto be tested
empirically, thoughit is consistenboth with whatis known aboutevolutionarymechanismsnd
with the atleastpartly modularstructureof the brain.

Moregenerallywithin thisframevork we canseeaneedor ageneralisationf Gibsonstheory
of perceptualaffordancegGibson, 1986) (contrastedwith Marr’s theory of vision in (Sloman,
1989))to accommodatdifferentperceptuahffordancedor differentcomponentn themorecen-
tral processingnechanismsThis requiresthe sharingof sensoryesourcebetweenconcurrently
active subsystemsndcangenerateonflicts,asdiscussedn (Sloman,1993a).

Deliberatve capabilitiesoring their own problems suchashow they shouldbe controlled,how
differentdeliberatve strategyiesshouldbeselectedr interrupted how they shouldbeevaluatedand
modified. For this purposeandothers,it seemghatan even smallersubsef animals,including
humanshave evolveda third architecturalayer providing the ability to directattentioninwardly
andto monitor, evaluate,andin somecaseanodify whatis happeningnternally Luc Beaudoin
first drew my attentionto someaspect®f the needfor this layer, andcalledit meta-management.
Someof therequirementsvereanalysedn his PhDthesis(Beaudoin,1994).

Earlierpaperge.g.(Wrightetal., 1996))have discussedomeof thewaysin whichthistheory
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Figure7: H-Cogaff — a threelayer architecture.

The meta-mangementlayer providesthe ability to attendto, monitot evaluate and sometimes
change internal processesand stratggies usedfor internal processes.However, all the layers
and the alarm system(spperate concurently, and noneis in total control. A collectionof high
level culturally determined‘personae” may be available turnedon and off by different contexts
and causingglobal featues of the behaviourto change, e.g. switching from bullying to servile
behaviour Notethat someof the divisionsbetweernlayers are a matter of taste: someauthors
e.g. (Davis,1996)preferto sepanteout reflxesfromthereactivelayer, andsomewouldpreferto
sepanteout someof the high level functionalityof the meta-mangementayer.

accountdor distinctively humanemotionssuchasgrief, infatuation excited anticipation,humili-
ation,involving partiallossof controlof attention.We usedto call theseemotions‘perturbances”,
but now referto themastertiary emotions,to distinguishthemfrom the primary and secondary
emotionsdiscussedby Damasioandothers.

Sincethesetertiary emotions(perturbanceshvolve lossof control of attention,andyou can-
not lose what you have not got, only an organismwhich hassomethinglike meta-management
capabilitiescangetinto suchstates.This doesnot meanthatall humanshave this capability New
borninfants,peoplewith degeneratie braindiseaser braindamagemaylack suchcapabilities.

12 Areemotionsrequiredfor intelligence?

It is clearthatlocal reflexesandglobalalarmmechanismsanbe usefulin organismsr machines
which sometimesequirevery rapid reactiongo occurfasterthannormalprocessesf perception,
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reasoningdeliberationandplanning.Suchreactionanproducesimpleandobviouseffectssuch
asfreezing,fleeing,producingaggressie soundsor posturespouncingon prey, sexual responses,
and more subtleinternal effects suchas attentionswitching and “arousal” which might involve
different kinds of information processing. Becausethesereactionsoften needto happenvery
quickly they canbetriggeredby arelatively stupid,but trainable patternrecognitionsystem.

Many humanemotionsseemto involve the operationof suchmechanisms.Theseand other
emotionsare connectedvith resource-limitan more “intelligent” subsystemslf thosesystems
could operatefaster and with more completeinformation, it would not be necessaryor more
“stupid” mechanismso overridethem.

Damasio(in (Damasio,1994)) pointedout that certainkinds of frontal lobe damagecan si-
multaneouslyemove theability to have certainclasse®f emotionsandalsounderminegheability
to achieve high level control of thoughtprocessesequiredfor successfumanagemenof one’s
life. Pendingfurtherinvestigationof details,this givessomesupportfor the claim thatthereare
classeof emotions referredto as“tertiary emotions’above, which dependon mechanismshat
areconcernedvith highlevel managemenf mentalprocesses.

Damasioarguedfrom this thatemotionsarea requirementfor intelligence,andsincethenthe
argumenthasbeenrepeatednary times: it hasbecomea sortof meme However, the reasoning
is fallacious,as| have aguedin (Sloman,1998a;Sloman,1999a).The braindamagen question
might merely have disabledsomemechanismsnvolving control of attention,requiredboth for
tertiary emotionsand for managemenof thought processes.It doesnt follow that emotions
somehav contributeto intelligence:ratherthey area side-efect of mechanismshatarerequired
for otherreasonse.g.in orderto overcomeresourcdimits asexplainedabove.

Heres an exampleof similarly fallaciousreasoninghat nobodywould find corvincing. Op-
eratingsystemswhich supportmultiple concurrentprocessesire extremely useful, but they can
sometimegget into a statewherethey are “thrashing”, i.e. spendingmore time swappingand
pagingthandoingusefulwork. If somedamageoccurredwhich preventedmorethanoneprocess
running at a time that would prevent the thrashing,and remove the useful benefitsof multi-
processinglt doesnt follow thatathrashingmechanismss requiredto produceusefuloperating
systems. In fact, by addingmore memoryand CPU power, thrashingcan be reducedand per
formanceenhanced.Lik ewise, it is possiblefor maturehumansto learn strateiesfor avoiding
emotionsandthis canoftenimprove thequality of theirlivesandthelivesof peoplethey live with
or work with.

| amnotamguingthatall emotionsareundesirableor dysfunctional. Therearemary emotions
thathave animportantbiologicalrole (e.g. sexual passionandaggressiolin defendinganest),and
someemotionsthat humansvalue highly, including aesthetiemotionsandthe joy of discovery.
| alsoacceptasmostAl researcherbave acceptedver mary years,thattherearemary purely
intellectualproblemswhich requireexploration of searchspaceghataretoo large for complete,
systematicanalysis.The useof heuristicpattern-recognitiomechanismss oftenusefulin such
cases,to selectavenuesto explore and to redirectprocessing. But they can operatewithout
generatingany emotions.
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13 Conclusion

This paperis a snapshobf anongoinglong term multi-disciplinaryresearclprojectattemptingo
understandhe natureof the humanmind andhow wefit into alargerspaceof possibledesigndor
biologicalorganismsandartificial agentsof mary kinds.

Theideashave mary links with previous work by others. Someaspectf the methodology
(definingan architecture-basedollection of conceptsandtheninvestigatingtheir relationswith
thosein ary particularlanguagehave muchin commonwith the strategyy in (Ortory etal., 1988).
Besideghestrongandobviousconnectionsvith work of Simon,Gibson,andNilsson’sideascited
previously, therearealsolinks with work of Dennett,Minsky, Picard,Damasicandmary others,
not all listed in the bibliography . However thereis no room in this paperfor a full surwey of
similaritiesanddifferencedetweerthe varioustheories.

Therehasalsonot beenspaceto explore all theimplicationsof the ideaspresentedhere(e.g.
shawving how they canaccommodatéhe spaceof possibilitiespresentedn (Ortory etal., 1988)),
but onething is very clear: we area long way from implementingartificial systemswith the full
richnessaandcompleity of systemsontainingall thetypesof mechanismslefinedby the CogAff
schemeor the H-Cogaf architecture.

Therearemary gapsin whatcurrentAl systemscando, insofar asthey arethoughtof assteps
towardsmodellinghumanintelligence andbeyond. ExistingAl systemsio notyethave whatever
it takesto enjoy or dislike doing something. They do not really wantto do somethingor care
aboutwhetherit succeed®r fails, eventhoughthey may be programmedo give the superficial
appearancef wantingandcaring,or feelinghappy or sad.Animal-like wanting,caring,enjoying,
suffering, etc. seemto requiretypesof architecturesvhich have notyet beenanalysed.

Simulateddesiresand emotionsrepresentedy valuesfor global variables(e.g. degree of
“fear”) or simpleentriesin databasebnkedto condition-actiorrulesmay give the appearancef
emotion,but fail to addresghe way semanticallyrich emotionsemege from interactionswithin
a comple architectureandfail to distinguishdifferentsortsof emotionsarisingout of different
typesof processingnechanismsvithin anintegratedarchitecture.

CurrentAl modelsof otheranimal abilities are alsolimited: for example,visual and motor
capabilitiesof currentartificial systemsare nowhere nearthoseof a squirrel, monkey or nest-
building bird. To understandnimalcomprehensionf spaceandmotion we may needto under
standthe differencesetweenprecocialspeciesorn or hatchedwith considerablendependence
(chickens,deer)andaltricial specieswvhich startutterly helplesqeaglescats,apes).Perhapghe
bootstrappingf visuo-motorcontrol architecturesn the latter yields a far deepergraspof space
andmotionthanevolution could have pre-programmedia DNA. The precocialspeciesnay have
muchsimplervisual capabilities]argely geneticallydetermined.

Therearemary issueghatarestill unclearandavastnumberof remainingresearchopics.In
particularit is not clearhow muchof this is relevantto the designof software agentsnhabiting
virtual machineervironmentsonly, and lacking physicalbodies. Many of the humanreactve
mechanism&and someof their motivatorsand emotionalresponsesre closely linked to bodily
mechanisma&ndfunctions. E.g. if you don't have a body you will never accidentallystepon an
unstablerock, andyouwill notneedan“alarm” mechanisnthatdetectshatyou areaboutto lose
your balanceandtriggerscorrectve action,including causinga suge of adrenalinto be pumped
aroundyour body.

Neverthelesgventscanmove fastin a virtual machineworld (asmary systemadministrators
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fighting maliciousintruderswill confirm)andevenpuresoftwareagentamay needreactve mech-
anisms. Still, it is likely that the combinationsrequiredfor software agentsmay include some
architecturesmever foundin agentswith physicalbodies.Whetherthe reverseis the casedepends
on whetherall sortsof physicalbodiesandphysicalenvironmentscan,in principle, be simulated
on suficiently powerful physicallyimplementeccomputersanopenquestion.

Artificial agentswhich do not shareour deepgraspof spatial structureand motion will be
limited in their ability to communicatewith us. However, it is not obviousthatin orderto share
this knowledgesuchagentsnusthave similar bodiesand processingarchitectures For instance,
peoplewho have never wantedto kill someonemay neverthelessinderstandgomeof thethought
processesf amurderer(afactonwhichthesuccessf mary novelsandplaysdepends)Similarly
someonenho hasbeenblind from birth canunderstanda greatdeal aboutvisual capabilitiesof
sightedpeople,for instance that coloursare extendedpropertiesof 2-D surfaces,somevhatlike
tactiletextures.

Soit remaingpossiblehatsomesoftwareagentavhich areveryunlike uswill beableto engage
in rich communicatiorwith us,thoughthe detailedrequirementsor this arestill notclear

And of course,in the meantime teachersand designersof computergamescan build mary
entertainingor didactic,shallov simulationswhich lack mostof thefeaturesdiscussedhere. That
is fine, aslong asthey take carehow they describewhatthey have done.
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