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The d m  of %his paper is  methodological and t~toria3. .  It uses elenen- 
number c-wce t o  show how ref lect ion on the f i n e  s tmcture  of fauLXasr 

a b i l i t i e s  generates requiremats  expcsiag the inadequacy of initially 
plausible m l w t i o n s .  We hahave t o  learn how t o  organise our cornon sense 
I c o m l e ~  aiake -It expl ici t ,  and we don't need experimental data so m& 
a s  we need t o  axtend our model-building know-how. 

Introduction 

Work i n  A. I .  needs t o  be informed by accurate analysis of r e a l  human 
a b i l i t i e s  if it i s  t o  avoid exaggerated claims, and excessive concern with 
tuy projects .  The re f lec t ive  method advocated here has much in  common w i t h  
the approach of some l inguis t s  and with philosophical analysis of things we 
all know, as  practised by Frege, Ryle, Austin, Wittgenstein and ot'hers. 
Philosophers' analyses are  dis tor ted by the i r  preoccupation with old puzsles 
and paradoxes, and by t h e i r  fa i lu re  t o  think abollt the problems of desi  
symbol-manipulating (information processing) mechanisms. Psgchologists, 
with a few exceptions (e.g. Piaget, Wertheimer, Heider) miss out on the 
analysis altogether, pa r t ly  because they confuse it with introspection, 
par t ly  because they are  driven by the myth t h a t  t o  be a sc ien t i s t  i s  t o  
co l lec t  new data, and par t ly  because the technique i s  hard t o  learn and teach. 

The analysis of elementary number competence, given below, is  nixed up 
with speculation about mechanisms. A metaphor now taken f o r  granted, though 
perhaps one day i t  wi l l  have t o  be abandoned, i s  that  acquiring and using 
kuowledge requires a memory containing vast  numbers of "locations" a t  which 
symbols af some kind can be stored. They need not be spa t ia l  locations, 
since points i n  any symbolic space w i l l  do, such as  frequencies of radio 
waves, o r  s tmctures  of molecules. So ray remarks below about locations and 
addresses which iden t i fy  them make no assumptions about the medium used, 
except tha t  i t  provides enough locations a t  which symbols can be stored, 
iocluding symbols which iden t i fy  locations in memory, i . e .  "pointers". I 
make no assumptions about the mechanisms maIdng addressing possible except 
t h a t  exp&it addressing takes a negligible amount of time. It makes no 
difference f o r  present purposes whether the locations are brain cel ls ,  
molecules, frequencies of brain waves, or par ts  of some s p i r i t u a l  mechanism. 
Physiology is irrelevant  t o  way problem a b c ~ t  the structures aod functions 
of mental mechanisms. 

The main problem t o  be discussed here i s :  What i s  elementary number 
competesce and how i s  it possible? The f i r s t  task i s  t o  maice expl ici t  ailr 
common sense knowledge about -&hat sor t s  of things are possible. (Not laws 
of behaviour, but poss ib i l i t i es  are what we f i r s t  need 3; paplain. There 
are  very few laws of hunan bekv'iow, bat  very ~ ~ n y  piesi 'ojlli t ies.) By 
t h u k b g  about the mechauisns required t o  explain these poss ib i l i t i es  we 
begin t o  reveal, the poverty of most philosophical and psychological theories  
about the nature of mathematical concepts and knowledge: they k d l y  begin 
t o  get t o  grips with the de ta i l s  we a l l  h o w .  

W e r  concepts aren ' t  sinpie thtngs you e i ther  ge t  or iionft get, but 
ccnplcx exterdable struct--es buii t YJ graduall-?. Reflecting ,,a even the 
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but could f o m  part of a lwgm- = c u m  fsxpl mch more. There i s  a 
serioua need t o  extend o m  b l e Q e  of v d e a e s  of possible c w t a t i o n a l  
mechanisms. 

The part icular  problma to be discussed here a re  concerned with 
lolowing muaber words, icnccwing act ion sequences ( l ike  counting), and 
enriching one's understanding of a previously lea rn t  sequence. E " !  more 
questions -dl be asked than answered. 

K n a  number words 

A chi ld learns t o  recognise souads l i k e  nonen, rrtuo", nnurnberti and 
Itcount". An untutored view is  t h a t  repeated exposure causes the sound t o  be 
stored, so that new occurrenoas can be recognised by matching. Immediately 
all s o r t s  of questions can be asked. In what form is the sound represented - 
i s  it analysed i n t o  recognisable fragments, such as p h o m s ?  How are 
experiences selected as worth s tor ing? How i s  a matching item found in the 
vast  s to re  of memories when a word i s  recognised? Is an index used f o r  
finding items, and i f  so how does a chi ld how about index construction? 
How i s  the matching between perceived and stored items done? Are variations 
coped with by storing variant  forms or  by using a f l ex ib le  matching 
procedure or both? In the f i r s t  case, how i s  the equivalence of stored 
variants  represented? Why i s  repeated hearing sometimes needed f o r  l e a m h g  - 
i s  it because the chi ld needs t o  experiment with different  modes of analysis, 
representation and matching, in order to f i n d  a good way of dealing Hith 
variations? If so, how a r e  the experiments msnaged? Why i s  repet i t ion same- 
times not needed f o r  learning? When a new word is  learn t  how i s  new storage 
space n o c a t e d ?  How i s  the  a b i l i t y  t o  say the word represented? Is output 
controlled by the same representation as  recognition? How are different  
output s ty les  associated with the  sane item, such a s  m a s h  and French 
number names Rclean numerals? Does being able t o  count in 

l i c i t  storage of d i f fe ren t  sequences, or i s  the same m e r e n t  1%" 
sequence used with a decision about output s ty le  a t  each step? O r  can both 
methods be used? 

Using only 26 l e t t e r s  we can construct thousands of words. A 
frequently used principle of computation is t h a t  if a small s e t  of symbols 
i s  available and quickly recognisable (e.g. because the s e t  i s  small and 
the matching simple), then a very much larger  e f f ic ien t ly  usable s e t  of 
symbols can be mde available, each consisting of some combination of 
symbols from the small se t .  By imposing an a rb i t ra ry  order on the or iginal  
s e t  of symbols, we can make processes of s tor ing and retr ieving large 
numbers of the new symbols look Uke f a s t  para l le l  searches, f o r  instance 
in the way we use alphabetical order t o  f ind a name in a directory uithout 
exhaustive search. Alternatively, recognition of a complex item may take 
the form of computing a description, using recognition of the components, as 
in parsing a s a t e n c e  or f L & b g  the average of a s e t  of numbers (constructive 
recognition). So perhaps analysis  of words i n t o  syllables, phonemes, or 
other sub-structures i s  used by children t o  f a c i l i t a t e  storage and recogni- 
t ion  of the thousands of words they learn. This a t t r ibu tes  t o  toddlers 
sophisticated but unconscioas computational a b i l i t i e s  (e.g. the construction 
and use of indexes, decisian t rees ,  parsers).  What do we know about 
possible mechanisms? 



It i s  often sw$ssted that solatl of the rimarkable efficiency of h w  
memory could be explaiartd by a con- t -dhssab le  s tore,  i . e .  a large 
col lect ion of storage units each ing i t s  contents with a 
broadcaet pattern, and ahouting "Hem it isu t o  a central  processor. 
However, this leaves problem about our a b i l i t y  t o  cope Kith 
items varying e n o m w l y  in s h e  and colarpldtg, such a s  l e t t e r s ,  words, 
pksases, sentences, p l m ,  t h  nuraber sequence, etc., and our a b i l i t y  
t o  re t r i eve  on the basis  of e l  nces rather  than simple matches: 

t 's the s d e s t  thre r which r-s with 'heaven' and 
contains repeated digitlu. The cen t r s l  processor would need t o  be able t o  
"*" 7 
transform questions into f o r m  l i k e l y  t o  produce responses from relevant 
storage units. This r e q ~ L r e s  s a m  kind of index or catalogue of the 
contents of those units, which would make t h e i r  content-addressability 
redundant1 Most of this paper i s  concerned with problems of indexing. 

Associations between lea rn t  i t e m  

Merely being able t o  t e l l  whether an item has been met before i s  not 
of much use. Nore must be h o r n  about it: such as how t o  produce it, in 
what forms it mey be experienced, tha t  it is  a word, tha t  it belongs 
t o  a cer tain syntactic class ,  t h a t  it has cer tain uses, tha t  it i s  one of 
a group of words with related meanings or uses (a semantic f i e l d ) ,  that  
various objects and procedures are  associated with it, and so on. 
Associationist psychologists and empiricist philosophers are obviously 
r i g h t  i n  claiming t h a t  much knowledge depends on lea rn t  associations. But 
they have been so concerned with the external conditions f o r  establishing 
such associations t h a t  they have hardly begun t o  think about the problems 
of how such knowledge might be represented, stored and manipulated so as t o  
be accessible, usable, and i f  necessary modifiable. (Explanations which 
convince one's colleagues are  sometimes seen t o  be inadequate only as  a 
r e s u l t  of attempting t o  design a mechanism actual ly able to do these things.) 

Bog one item may have t o  be associated with very many others. The 
word "word" i s  somehow linked t o  thousands of instances, and the item 
representing oriels home town linked t o  very many f a c t s  hewn about tha t  
tam. S W a r l y ,  we expect children t o  pick up many f a c t s  about an 
individual number, such as tha t  i t  is a number, tha t  i t  i s  used in counting, 
what its successor is, what i t s  predecessor is, whether i t  i s  odd or even, 
whether it i s  prime and i f  not then what i t s  fac tors  are, which pa i r s  of 
numbers add up t o  it, the r e s u l t  of adding or multiplying i t  with various 
others, how t o  say it, how t o  m i t e  it, how t o  recognise it when said or 
wri t ten in various s tyles ,  how t o  bypass counting by recognising spa t ia l  
patterns corresponding t o  it, what it can be used for ,  how to count forwards 
from it, how t o  count backwards frcm it, where it l i e s  i n  re la t ion  t o  
various "landmarks" in the number sequence, a& so on. (See f igure 1 .) Why 
should we expect children t o  pick up so  mang associations? The process of 
building up those associations i s  a long one and involves marag mistakes 
which get corrected. An explamtory theory must s-pecify a mechanism which 
i s  not merely able t o  hold the finished s tructure in an e f f ic ien t ly  access- 
i b l e  form, bilt i s  a l so  capable of explaining how such structxres can be 
b u i l t  up, hov they are  mo&i.fied, hok- they are  used, e tc .  I do not believe 
educational psychologists have the foggiest notion of xhat wch a nechanism 
might be l ike .  Yet gif ted teachers have scne in tu i t ive  grasp of how it  
works. 

Take the question tWhatls a f t e r  three?". The problem is  not merely 
t o  f ind something associated srlth " t L h e "  and "after". Besides nfourR, 
tttwott w i l l  be associated with t b ~ r a ,  and so may l o t s  of p&s of numbers be, 
e.g. pa i r s  N and K f o r  which it i s  knm t h a t  :i is  F: rtfter three: f ive  i s  
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control tks sear& f o r  r e l e v a t  Uaks i n  the s tore of msocia- . in f igure I ,  f%& the node r e ~ e e s n t *  t h e  tbm s e w &  f o r  
orR. Do &dldren Lewn t o  b r w l a t e  the 
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mere  .axe z w a ~  w a p  in W C h  associations can be stored, and U f e m n t  
s t ructures  requF.r d i f fe ren t  pmc&ws f o r  theb-  use. A c 
computing i s  t o  use Rppoperty-Ustsw or  "association-Xsts", as  in f i g w e  2, 
which shows a chain of links h e r e  each Link cont&as two stomge c e l l s  
t rea ted  a s  an e i a t  mechanism. A Ghaln be attached 
t o  some item, e.g. t o  era1I9 and related items we *hungn 
f m m  the chain by mans of p r h h r s  giving t h e i r  addresses. As f igure 3 
shows, the items h q  f ron  the dhBig may themselves be associations, 
corresponding t o  the label led W s  of f igure 1 .  Thus in the contest of 
the chain attached t o  ntbree", there i s  sn association between wpredecessorF~ 
and ntwon, whereas in a chain attached t o  !Yourn (not shown) there would be 
an association between "predecessorf1 and "three". Associations are  re la t ive  
t o  context. 

Stored s tructures  a re  not enough. Procedures are  required f o r  
creating and finding associations in them. For instance, the following 
procedure w i l l  generate a search down a chain s t a r t i n g  a t  LINK, looking f o r  
an association of type LBBEZ, in a s t ructure l i k e  figure 3, and will return 
the  associated item as i t s  resu l t .  

So EUDASSOC(THREE, TPPE), f i e lds  a pointer t o  NUM6ER as i t s  resu l t ,  in 
f igure  3 .  A more ccanplex procedure i s  required for adding a new associations 
it w i l l  have to  get a f r e e  l i n k  (how?) and i n s e r t  i t  a t  a sui table  place in 
the  chain, with i t s  HD pointing t o  the  new association and i t s  TL pointing 
t o  the next l i n k  in the chain, i f  any. If children do aogthhg l i k e  t h i s  t o  
s tore and use associations, then how do they build up such chains, and how 
do they come t o  how the procedures f o r  finding required associations? Are 
these inborn mechanisms? Clearly not all procedures f o r  get t ing a t  stored 
information are  innate. For instance, children have t o  learn how t o  count 
backwards or answer 'What 1s before f f  our 1 ?'I even though =may already 
know the order of the numbers. More on this l a t e r .  

Learning a sequence 

In this paper I sha l l  not consider the more advanced stage where a 
chi ld grasps a rule  f o r  generating indefini te ly many number names, e.!. 
using decimal notation. An e a r l i e r  stage involves learning t o  recogmse 
not only isolated words, but a l so  a sequence "onew, lltwon, "three", e tc .  
This i s  comon t o  many things children learn.  Some lea rn t  sequences are 
made up of already meaningful par t s  which combine (how?) Co form a new 
meaningful whole, like "Mary had a L i t t l e  lamb.. .", whereas other sequences, 
l i k e  the alphabet and numbers used in ear ly  collnting games, are arbi t rary,  
when f i r s t  l ea rn t .  Sequences with vasging amounts of s ignif icant  s t racture 
include: the days of the week, the l e t t e r s  used t o  spe l l  a word, the sounds 
in a spoken word, the sequence of in te rva l s  i n  a song, the steps required 
t o  assemble a toy, routes Prequently t ravel led,  recipes, and various g a i s  
and r i t u a l s .  An adequate explanation of how the simple and a rb i t ra ry  



sequmces m e  le-%$ ca stored o r  p d u c e d  s h d d  &so be par t  of an 
e x p l m t i o n  of m e  a b l l i w  t o  c o p  with more complex structures eon 
siinple sequacas as parts ,  such rs a u s e q  rhymes xMch have mmy l eve l s  
of s t rackwe,  and act ion p c d u p e s  which, besides simple sewences,dso 
c o n t d  l o o p ,  ccuthliaceonal b r w h e s ,  ssio-procehres, gaps t o  be f i l l e d  by 
d e c i s i o n - d q  at axecution %.he, and other f o r m  of orgarrfeation. 

All t M s  p h C s  t o  the old idea (casnpwe l i l l e r ,  a4.) tha t  
abilities have IIQ~& b c with coqmter programs. ~ut-?wther 
reflection on fgmiliar f a c t s  shms  tha t  program in the most coapncm prow- 
ning languages don,% provide a r i ch  enough basis  f o r  turning t h i s  frm a 
thin metaphor in to  an explanatory theory. For instance, people can excute 
unrelated actions in para l le l .  Noreover, chwapparently donlt require 
t h e i r  procedures t o  have bu i l t - in  t e s t s  t o  ensure tha t  conditions f o r  t h e i r  
operation c o n t i n ~ e  t o  be -d, w i t h  expl ic i t  instruct ions about w h a t  
t o  do o t h e d s e ,  l i k e  instzvctions f o r  dealing with the em3 of a l ist .  U 
s o r t s  of unpredictable things can h a l t  a human action a t  any stage (like 
learning onets hmse i s  on f i r e )  and a decision about what t o  do can be 
taken when the inter lvpt ion occurs, even if no expl ic i t  provision f o r  such 
a poss ib i l i ty  i s  b u i l t  i n t o  the  plan or procedure being executed. These 
points suggest tha t  models of human competence w i l l  have to  use mechanisms 
similar t o  operasing systems f o r  &ti-programmed computers. For instance, 
an operating system esn m a program, then interrupt  it when some event 
occurs even i f  the program makes no provision f o r  interruption. Similarly, 
i f  something goes wrong with the msming of the program, l i k e  an attempt t o  
go beyood the end of a ! i s t ,  the program breaks down, but the operatjag 
system or  in te rpre te r  which rPas  the program can decide what t o  so, e.g. 
send a message t o  the progrwner, so t h a t  there i s  not a to ta lb reckdom.  
O f  course, the operating systen i s  just  another program. So the point i s  
simlly that  t o  make the program metaghor f i t  human a b i l i t i e s ,  we must d l c i w  
not merely tha t  one program cao use another a s  a subroutine, but that  some 
p r o g r m  can execute others and control t h e i r  execution, i n  a para l le l  
ra ther  than s hierarchic fashion. (These arguments are  familiar t o  mas$ 
people in A . I . )  

I n  counting objects,  a child has t o  be able t o  generate different  
action sequences in para l le l ,  keeping them i n  phase. Thus the process of 
saying number names, controlled by an in te rna l  structure, and the process 
of pointing in turn a t  objects in some group, controlled by the external 
structure, .have t o  be kept in phase. In a sui table  programming language 
one could keep two processes in phase by means of a procedure something 
l i k e  

Unfortunatelg, Chis i s  not an acceptable mocel is view of the f a n i l i a r  f a c t  
that  childrer, (and zdlilts doing t-hings in  para i le l )  sometimes get out of 
phase wnen comtiag and (sometbe.) s t sp  and correcT themseh*es. Tkis 
sluggests tha t  keeping the two sequences h 3hase is  dcne by a th i rd  process 
something like ac operating s p t a  which s t a r t s  the processes a t  s p e c i f i d  
speeds, but monitors t h e i r  performance and modifies +he speeds if necessary, 
interrupt ing and perhaps res ta r t ing  if the sequences get out of phase, which 
would be impossible with the prccedwe CSEXECUE.  It i s  as i f  we could 
write programs sc~nethiq l ike :  



m 

To QET CJUT OF mSE m 
PROGESS2 EEEP i23 W E ;  

(d) IF FRQGESS1 ABD W W S 2  GET OUT OF FEIWSE TfE26 IBSTART TKEX; 
Em 

The capatat ional .  f a c i l i  cguired f o r  this Mnzd of 
sophisticated than in GO end are not provided in 
languages. ( ~ o n i t o r i n g  interact ions between asynchronous para l le l  processes 
way be an important source of accidental discoveries (creat ivi ty)  i n  
children aad adults. ) 

Fmther, the chi ld hss t o  be able t o  apply different stopping condi- 
t ions  fo r  this complex parath ' I  process, dependlsrg on what the  task i s .  SO 
it should be possible f o r  yet  mother  process t o  nul the procedure PWLSE, 
watching out f o r  appropria-te stapping conditions. For instance, when the 
question i s  "How many buttons m e  there?" use "No more buttons" as main 
stoppiag condition, whereas in response t o  a request "Give me f ive  buttons7', 
use Wuiber f i v e  reached11 as main stopping condition. I say m a i n  stopping 
condition, became other conditions may force a h i i t ,  such as get t ing out 
of phase or sunning out of nurskrers or (in the second case) mmxing out of 
buttons. H m  do children lea= t o  apply the same process with different  
stopping conditions f o r  different  purposes? Bow i s  the intended stopping 
condition plugged in to  the proeess? This would be t r i v i a l  f o r  a programmer 
using a high-level language i n  which a procedure ( to  t e s t  f o r  the stopping 
condition) can be given as  a parameter t o  another procedure - but do 
children have such f a c i l i t i e s ,  o r  do they use mechanisms more l i k e  the 
p a r a l l e l  processes with interrupt  f a c i l i t i e s  described here? These para l le l  
mechanisms might a l so  explain the a b i l i t y  t o  l ea rn  t o  watch out f o r  new Ends  
of errors .  E. g. having lea rn t  t o  count stairs where there i s  no poss ib i l i ty  
of counting a n  item twice, learning t o  count buttons or dots requires 
learning t o  monitor f o r  repet i t ion and omission. There are many ways %2;is 
could be organised. 

If we consider what happens when a ch i ld  learns t o  count beyond twenty, 
we f ind  t h a t  a different  kind of co-ordination between two sequences i s  
required, namely the sequence "one, two, t h e e  ... niney1 2nd the sequence 
Iftwenty, t h i r t y ,  . .. n i n e t p .  Each time one gets rowxi t o  %lne" in the 
f i r s t  sequence one has t o  f ind  one's place in the second sequence s o  as t o  
locate the next item. A programmer would f ind  t h i s  t r i v i a l ,  but how does a 
child create  t h i s  kind of interleaving in h i s  mind? And why i s  there some- 
times d i f f i c u l t y  over keeping t rack of position in  the second sequence "... f i f t y  eight ,  f i f t y  nine, ... wn .. er ,  th i r ty ,  t h i r t y  one..."? Clearly 
t h i s  i s  not a problem unique t o  children: we all have trcuble a t  times biuit'n 
t h i s  s o r t  of book keeping. But how i s  i t  done when successful? And what 
kind of mechanism could be successful sometines yet unsuccessful 2% others? 
lQ guess i s  t h a t  human f a l l i b i l i t y  has nothing to do with differences between 
brains and computers as i s  often supposed, but i s  a d i rec t  cansequence cf ;he 
sheer complexity and f l e x i b i l i b  of human a b i l i t i e s  and knowledge, so that  
fo r  example there are always too many plausible but f a l s e  t r a i l s  t o  fcllow. 
When computers are programmed t o  know so much they will be just  as f a l l i b l e ,  
and they ' l l  have t o  improve themelves by the sane painful and playrul 
processes we use. 

We have noted a number of familiar aspects of counting and other 
actions which suggest t h a t  compiled programs in commonly used pr?gramning 



t i e s .  A Fufther point 
or program SO 

t o  count), them 
t o  m t i c i p  r 

%e =ids that old procedures may be 
relevant t o  new probieris, we can se lec t  subsections 
~~ the m s t ,  and we may even learn t o  m then bac 
count backwards). TNs requires that  besides having names and s e t s  of 
Fnstmctiom, procedures need t o  be associated with specifications of what 
they are fo r ,  the conditions ljnder which they work, infomation about 
l i k e l y  side-effects, e tc .  m e  child must build up a of his own 
resources. Further, the instructions need t o  be s to  nr. which i s  
accessible not only f o r  execation but a lso f o r  analysis and modification, 
Like inser t ing new steps, deleting old ones, or perhaps mwlifying the order 
of the s teps.  Such examination and edi t ing cannot be done t o  programs as 
they are usually stored. 

L is t  structures in -which the order of instruct ions i s  represented by 
label led links rather  t b  implici t ly  by position in memory would. provide 
a form of representation meeting some of these requirements (and are  already 
used in some progranmring langusges). Thus, f igure 2 can be thought of e i ther  
as  a s t ructure storing information about number names (an analogical 
representation of the i r  order), or e l se  as  a program f o r  counting. The 
d i s t inc t ion  between data  structures and p r o g r w  has t o  be rejected in a 
system which can t r e a t  progrvn steps a s  objects which are related t o  one 
another and can be changed. We explore some consequences of t h i s  using 
counting as  an example. 

Leesning t o  t r e a t  numbers as  objects with relationships 

There are  several ways in which understanding of a familiar action 
sequence may be deficient,  and me$ improve. One may Imow a sequence very 
well, l i k e  a poem, telephone rmmber, the  spelling of a word, or the alphabet, 
yet  have trouble rec i t ing  i t  backwards. One may f ind it hard t o  start from 
an a rb i t ra ry  position in a sequence one Imows well, l ike  saying what comes 
a f t e r  "KW in the alphabet, o r  s ta r t ing  a piano piece in the middle. But 
performance can improve. A child who counts well may be unable easi ly  t o  
answer nWhat comes a f t e r  five?". Later, he may be able t o  answer that  
question, but f a i l  on What comes before six?", "Does eight come ear l i e r  or 
l a t e r  than five?" and 9 s  three between f i v e  and eight?". He doesn't h o w  
h i s  way about the number sequence in h i s  head, though he knows the sequence. 
Further, he mag. understand the questions well enough t o  answer when the 
numbers have been wri t ten down before him, or can be seen on a clock. 
(There are  problems about how t h i s  i s  learnt ,  but 1 1 1 1  not go i n t o  then.) 
Later, the chi ld maF learn t o  answer such questions in h i s  head, and even 
t o  count backwards quickly from any position in the sequence he has memorised. 
How? To say the chi ld v ' internaXses~ h i s  external actions Is rneraly i o  l abe l  
the proulem: moving back and for tn  aiong a ohhin of stored associaticas i s  
qui te  a different  matter from moving up and down staircases  3r moving one's 
eye or f inger  back ?ad fo r th  d o n g  a row of objects. 

There are a: l e a s t  two kinds of developmnt or' howledge about a 
stored s t ructure (wrich m y  be a program), namely l e a n i n g  new procedu-es 
1'3r doing things with the structure, and ertencLkng the s t r u c t u e  so as t o  
contain more e x p k i t  informatioa about i t s e l f .  The former i s  perhaps the 
more m n t a l  kind of developnent of understffiding, while the l a t t e r  i s  
concerned with iacreased f a c i l i t y .  A very simple procedure enables a chain 
l i k e  tha t  in figure 2 t o  be used t o  geoerete 2 2eqidence of actions, for  
example : 

1 - 9  
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fiw a given 1Frah: i s  thus easy, sad a 
esakas of arn it@ waald  use a s3xLb-r princLpep2e. 
r e  i h  X?" i s  more sophisticaled, since QB 

cat.ion (e. g. the l ink those IID points t o  x), one 
does not find there any W o ~ l l a t i o n  about how one got there, so the l a s t  
i t e m  found must be stored terarilg. One mthod is  FLlustrated in the 
f 011- procedure. 

ESsm (X,LnaK); 
Em'; m G N  '%ONEn TO TESIP; 

IF HD(LWII)=X (TEMP) 
ELSE ASSIGN I I D ( L ~ )  TO TEKP AND ASSIGN TL(LINK) TO LINK m 
GOT0 START; 

m 
How could a chi ld learn t o  create  a procedure l i k e  this or the more elegant 
versions a programmer would wri te? Does he s t a r t  with something more 
specialised then somehow design a general method which dll work on 
a rb i t ra ry  chains? Perhaps it has something t o  do Kith manipulating rows of 
objects and other sequences outside 0-1s head, but t o  say this does not 
give an explanation, since we d o n f t  h o w  what mechanisas enable children Lo 
cope with external sequences, and in any case, as  already remarked, chains 
of associations have qui te  different  properties. For a chi ld t o  see the 
analogy would require very p m  a b i l i t i e s  t o  do abstract  reasoning. 
Magbe the chi ld needs them m, i n  order t o  l ea rn  mything. 

In any case, merely being able  t o  i n m n t  procedures l i k e  EEOECESSCBZ 
i s  not good enough. For some purposes, such as counting backwards quickly, 
we want t o  be able t o  f i n d  the predecessor or successor of an iterr. rmch 
more quickly than by searching down the chain of l inks  u n t i l  the item is 
found. If a child knew only the f i r s t  four numbers, then he could memorise 
them in both directions, building up the s t ructure of figure 4 instead of 
figure 2. Notice tha t  this use of two chains increases the complexity of 
tasks l i k e  "Say the numbers", o r  What's a f t e r  three?", since the r igh t  
chain has t o  be found, while reducing the complexity of tasks Like "Say the 
numbers backwards," and 'What's before three?" However, *en a longer 
sequence had been learnt ,  this method would s t i l l  leave the need t o  search 
down one or  other chain t o  f ind the number N i n  order t o  respond t o  'What's 
a f t e r  N?", 'What's before N?", "Count from Nw, t%ount bac-bards from Nn,  
'Which numbers are  between N and M?", etc . ,  f o r  there i s  only one route 
i n t o  each chain, leading t o  the beginning of the chain. For instance, when - 
one has found the Link label led X (figure 4) cue knows how t o  get t o  the 
stored representation of "threew, but it i s  not possible simply to s t a r t  
from the representation of "threell t o  get to  the l inks  which pointto i t  i n  
the two chains. So we need t o  be able t o  a s s o d e  with "threetq i t s e l f  
information about where it i s  i n  the sequence, what i t s  predecessor i s ,  
what i t s  successor i s ,  and s c  on. 

A s tep  in t h i s  direct ion is  shown i n  figure 5, where each number naw 
i s  associated with a l ink  which contains addresses cf both the predecessor 
and the successor, Like the link marked V, associated with "twom. The 
infomation t h a t  the predecessor is  found in the KD and the successor found 



in the TL wc&d be Pt in pxwc usad f crr m e r *  qusatiaas. 
However, f f one m e  w s r ~ c i a t e  mre iz&om&ion w i t  item, 
and did not want t o  be c d t M  to ina- the associations p t& 
a pg- l fcu lc  orcier, thaa it w o d d  be mcesssry t o  l abe l  tbr t l ~ ,  
using stmrctuma I arid f i g w e  3, accessed by a general 
procedure l i k e  E previouslg. 

To cut  a long s b r y  short, the m & t  of exp l ic i t ly  s tor ing l o t s  of 
diocoveries about each , d&t be s e t h i n g  l i k e  f i g w e  6, which i s  
highly redundant. The 8-cture E b a ~  look very xmplex, yet  us* it t o  
answer questions requires s h p l e r  p m  s than using, say figure 2,  for ,  

one can then f ind infornetion 
associated w i t h  that r by &ply following forward pointers from it, 

e 2 o r  5 f i n d i n g  the predecessor and 
successor of a nunber requires wing twc different  procedures, and each 
requires a search down a chain of all the numbers t o  s t a r t  with. Of course, 
a s t ructure l i k e  figure 6 provides s-e and spee* access a t  the cost of 
using up much more storage space. But in the human mind space does not 
seem t o  be i n  short supplyl 

I f  an izem in  a s t ructure like f igure 6 has a very long chain of 
associations,, it might be preferable t o  replace the Unear chsin -,th a 
loca l  h d w  t o  avoid long searches, T h i s  would require the procedure 
3 T N I W S O C  t o  be replaced by sornething more complex. Alternatively, one 
could eas i ly  bring a Lbk t o  the f ron t  of the chain each time the association 
hanging from it i s  used: this would ensure that most recently and most 
frequently used -infomation aans found f i r s t ,  without the help of probabilis- 
t i c  mechanisms. 

Notice that  i n  a s t ructure l ike  Ws, normal "part-whole" constraints 
a re  violated: information about numbers i s  par t  of Wormation about 
"three", 3nd vice versa. So by using pointers (addresses) we can aUow 
structures  t o  share each other. I n  ar ich conceptual system circular  dePFsi- 
Lions w i l l  abound. I f  knowledge is  nm-hierarchic, as  t h i s  suggests, then 
perhaps cumulative educational pmcehrres a re  qui te  nisgdded. Further, this 
kind of structure does not need a separate index or catalogue spec 
where t o  look for  associations i n v o l v t ~ g  Imam items, f o r  it acts  as  an 
index t o  i t s e l f ,  pmtided there are s a w  ways of getting quickly from 
outside the structure t o  key nodes, l i k e  the c e l l s  containing "three" and 

'$nxnbert7. (TMs snight use an index, or content addressable store, or 
indexiilg t r i cks  analogous to hash coding, f o r  speedy access.) The m e  of 
structures b u i l t  up from linked c e l l s  and pointers Like t h i s  has a number 
of additional interest ing features, only a few of which can be mentioned 
here. items can be added, deleted, or rearranged merely by changing a fev 
addresses, -cithout ang need f o r  a d v m e  r e s e n a t i o n  of large blocks of 
memory or mssLve shuffling around of b f o r m f i n n ,  as  would be required, if 
i t m e  were stored in hl.ocks or" a<iace?t. l aea t iom.  Tie Sara iteras caj l  occur 
i n  different  orders in different  struc-t,.jres which sbiare information (see 
fi-eure 4 f o r  a simple exmiple). M.;r-eover, the order cul be changed m one 
sequence withcut a f f e c t i q  another which  s'nares sLru~zLiL"e c i t h  it. For 
iiistance, in figure b t k e  addzessss io L ? s  K, S, Y, arzd Z can be chraged 
so as t o  a l t e r  the crder 03" nwhers i n  zb& l,teUed "reverse'? k;itkkcu? 
d t e r i n g  the c~~ label led *fo-mud". 

As we saw i n  comezticn with tigr1z.e 2, when the r e s t  cf the rce&.&sn; 
i s  taken f o r  granted, n st-mcture of the k3xd t r r e  &scused looks l i k e  a 
program f o r  generating bhsuiour, but kihe~ cne :t?i:ks islzc prcjbl- 3.f how 
the s ~ n c t u r e  gets assefflblsd and m&fied, ,:ow pa-ss a r e  accessed, how 
different  s t o p ~ i n g  condi~ions are applief,  c+c, *,'wr- -; t Icsks rare W e  a 



data stnrctwa wed by o$hm ml~.m. If &sWlloUon pmparse 
and data  s*ce\nres e v r a W g i ,  t h n  dong% s m  $,I. d o  
procedural. hawledge k'4s b be retracted9 or  a t  l e a s t  c 
Hekitt  1971 . ) . 

Further s m l e - U d  m f i e c t i o n  on fac t s  we a l l  1 c w  raveials m~lny 
gaps in the of m a w -  b s c  re .  For Fastance, very l i t t l e  
has been sa id  about the f o r  building, checkjag, 
modif-, and using a 6. Jot- has h e n  said about 
the problem of perception d conceptSon connecbd with the  f a c t  t h a t  
comting is no' tipplied s m l y  t o  b i t s  of the  world but b i t s  of the world 
i.ndix+duated according t o  a concept (one f d l y ,  f i v e  people, milhons of 
c e l l s  - but the  same b i t  of tk? world counted in d i f fe ren t  ways). lothing 
has been said about recogn9tition of nugibers without exp l ic i t  counting. 
Nothing has been said about h w  the chi ld discovers general and non- 
contingent f a c t s  about counting, wch as  t h a t  the o r k  in which objects 
are  counted dces not matter, rearranging the objects does not matter, the 
addition or  rentoval of an object must change the r e s u l t  of counting, wid so 
on. (Philosophers' discussions of such non-empirical learning are  so rague 
and abstract as t o  beg mst of the questions.) I cannot e m l a i n  these and 
Inany more things tha t  even prm=y school children learn. X don't  beiieve 
that  anybody has even the beginnings of explanations: only new jargon f o r  
label l ing the phenomena. 

I have offered dl t h i s  only as  a tiny sample of the kind of expiora- 
t ion  needed f o r  developing our a b i l i t i e s  t o  build theoret ical  models worth 
taking seriously. In  ;ne process our concept of mechanism w i l l  be extended 
and the s u p e r f i c i a l i Q  of current problems, theories and experimen~s in 
psychology and educational technology will beccaoe apparent. 

Philosophers have much tc learn from t h i s  s o r t  of exercise too, 
concerning old debates about the nature of mind, the nature of concepts and 
knowledge, var ie t i es  of inference, e tc .  Consider answers the7 have given t o  
the question 'What are numbers?n, namely: numbers are  noa-physical mind- 
independent e n t i t i e s  (Platonis ts) ,  numbers are perceivable properties of 
groups of objects (Aristotle?),  numbers a re  mental constructions whose 
properties are  found by gerfo~lning mental experiments (Kant and I n t u i t i o n i s t s ) ,  
numbers are  s e t s  of sets ,  definable i n  purely logical  t e r n  (Logicists),  
numbers are  meaningless symbols manipulated according t o  a rb i t ra ry  rules  

(Formalists ), they are whatever s a t i s f y  Peano Is axioms (Mathematicians) or 
numbers are  simply a motley of things which enter i n t o  a variety of "language" 
gamesf1 played by different people (Wittgenstein). (These descr ip t ims  are 
too br ief  f o r  accuracy or c l a r i t x f o r  more d e t a i l  consult books on philosophy 
of mathematics, e.g. Komerls.) Further wark w i l l  show that  each of these 
views i s  r igh t  i n  some ways, misleading in others, but tha t  none of them 
gets near an accurat? description of all the r i ch  structure in om- number 
concepts. 

I believe the old nature-nurtwe (heredity-environment) controversy 
gets transfornied by t h i s  s o r t  of enquiry. The a b i l i t i e s  required i n  order 
t o d e  possible the kind of learning described here, f o r  instance the 
a b i l i t y  t o  construct and manipulate stored symbols, build complex networks, 
use them t o  solve problem, analyse them t o  discover errors ,  modify them, 
e tc . ,  - all these a b i l i t i e s  are more ccm~jlex and impressive than what i s  
actual ly l ea rn t  about mmbersl Where do these a b i l i t i e s  came fmm? Could 
they conceivably be lea rn t  during infancy without presupposing equally parer- 
ful symbolic a b i l i t i e s  to make the learning possible? Maybe the much 



&sews& abm%;g t o  %@w i k a  cP wtwd laagu-s (cf . is  
sirplply a pipe- & N c a t i 0 8  0% ore general a b U t g ?  W e  
c discussed u s e m 4  in our present ignorance about possible 
I mwhdsms.  

a questition f o r  educationalists.  %at would be the  h p c t  on 
pr* LP3 i f  int chers were exposed t o  these problems and 
given acme experience t o  build and use models l i k e  figure 6 on a 
conrputer? 
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Ths usa of c h i n s .  Each U% c o n t a i n s  t.m c e l l s ,  t h e  Pirvt cill led HD the 
second TL, conteinin;  sj&o!.s which ney be point,srs to o t h e r  l o c u l i o n s ,  

A c e l l  po in t s  t o  a l o c a t i o n  in n e ~ o r y  by conta in ing  an ad&-cas of t h a t  
loce t ion .  

I 
boas d t re - i s la t ion  of figure 1 us ing  l i s t  s t r i c t u r e s . )  -- -, - - - -- i 

Her*, u r i t i n i  a s y a t ~ i  i n s i d e  a link r s p r c s o n t s  t i e  f e c t  t t ~ t  th.rt 
link mry be ~ i i r - : s s e j  by necnn of t:m s;=Sol, 2.;. - 1 s t ~ ~  -2 ir;.iesl 
end tie 53 o:' tie 1L.r: c o , i ~ z i n s  a p o i n t e r  bhck to the syr~Lo:. 
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