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A very tiny subset 
(Hard problems for vision researchers.) 

Aaron Sloman 
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This is one of many (illustrated) discussion notes related to evolution, life, perception, reasoning

and mathematics. Others are listed here 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/math-ai-robotics-bio-papers.html 

This document is available in two formats, html and pdf: 

https://www.cs.bham.ac.uk/research/projects/cogaff/misc/plants-maths/plants.html 

https://www.cs.bham.ac.uk/research/projects/cogaff/misc/plants-maths/plants.pdf 

(with minor formatting problems). 

Looking at the photographs in the following pages, you should quickly see a very varied collection

of 3-D structures. Unlike sentences in a foreign language, a normal brain can very rapidly

understand images containing complex structures never seen previously. What does this tell us

about the mechanisms of human consciousness? How much of what you see can you describe?

Try comparing any two of the images, and describing how they differ? Is it possible to put the

similarities and differences between two pairs of images into words, and if not what does that tell us

about human minds? How much of what you see in these images would also be seen by various

animals, including birds and insects, perceiving either the pictures or the real-life plants? When you

see plants in real life, as opposed to viewing them in images, what you see can change, in various

ways, if you move forward towards the plants or backwards away from them, or if you alter your

line of sight by rotating either just your eyeballs, or your head, or your whole body? Does anyone

know how much of this is shared with other animals, e.g. orangutans, cows, dogs, bees,

dragon-flies, spiders? 

What sorts of internal forms of representation (languages) would all these other species require to

perceive what they perceive, and how does their evolution relate to the evolution of human

languages? Compare Sloman(1978). 

Continued below, after the pictures. 
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If you were walking around among the plants you would see not only static structures, but also

many changing relationships. 

You certainly cannot put into words exactly what you see in the above pictures, since no human

language has a vocabulary rich enough to express all the details. (J.L. Austin summarised this as:

"Fact is richer than diction", in ’A plea for excuses’. He could have added "Experience is richer than

diction".) 

The vast majority of people can’t draw or paint what they see. It requires a great deal of training, or

at least practice, to be able to draw such things in such a way that others can tell what you have

drawn, though even when a painting has been produced by one of the finest artists there will be

physically different scenes of comparable complexity with visible differences of detail which you will

not be able to tell are different from the scene in the painting. 
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One of the reasons for that is that such scenes have more visible detail than can be humanly

depicted using drawing or painting materials. Another is that slight differences of length, curvature,

shade of colour, texture, speed, direction of motion, acceleration, rotational speed, can occur in

many places in two real live scenes, and even if some of them are noticed others will not be. 

This is to be expected in any visual system, natural or artificial, that is not functioning as a mere

camera recording images, but as part of an intelligent agent acquiring information that could

potentially be put to some use, e.g. in processes of control of actions relating to the things

perceived, or in classifying or describing complex structures and processes in the environment, or

in trying to explain something that has been noticed (e.g. where a peculiar shadow comes from), or

in trying to decide whether something has changed or not, or in comparing two diagrams or

formulae while trying to prove a mathematical conjecture. 

These are potentially very complicated information-processing tasks, and mechanisms for

performing them will always have some limitations, whether they are limitations in precision of

measurement or classification, limitations in complexity of visible structural relationships to be

compared, limitations in storage across time when changes are to be detected, or limitations in

ability to work out detailed implications concerning unseen parts of a scene on the basis of

information about seen parts. 

Despite all those limitations in precision, amount of detail, inference capabilities, most humans

beyond a certain stage of development will be able to see not only that these are pictures of

different scenes but also that most of the scenes have various forms of regularity or repetition

within the scene and many have recognizable structure when seen from different viewpoints.

(Precisely what is seen in each picture may depend on the viewer’s interests, culture, normal or

previous environment, education, skills acquired in the workplace, etc.) 

This demonstrates that biological evolution produced two different classes of mathematical

phenomena, both illustrated by these pictures. 

1.  Mathematical structures in plants 

Evolution (natural selection, in combination with mechanisms based on physics and chemistry)

produced genomes whose phenotypes (individual organisms sharing the genome) instantiate

a wide variety of mathematical abstractions common across the different phenotypes: e.g.

similar shapes, similar patterns of surface covering or colouring, similar forms of behaviour --

but with many slight differences between individuals, or even between different stages of

development of an individual phenotype (e.g. differences in ratios of lengths, thicknesses,

curvatures, etc., of body parts of an individual, during growth from infancy to adulthood).

Compare the work of D’Arcy Thompson On Growth and Form (1917/1992) 

Note: I have not read his book, alas, though I have recently come across summaries and

extracts, and I’ve seen enough to appreciate the relevance of his ideas to these claims about

evolution and development of physical forms. 

2.  Mathematical structures in minds/brains of animals perceiving and using plants 

Evolution (+chemistry, etc.) also produced genomes whose phenotypes (individuals sharing

the genome) have information processing capabilities that develop through interaction with the

environment and allow individuals to acquire information about the patterns and structures

mentioned in (1) and to develop abilities to perform many physical tasks and cognitive tasks

involving those patterns, including discriminating and recognizing instances, in some cases
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replicating them (in paintings, drawings and sculptures) and making use of the instances e.g.

as food, as building materials, as tools, as decorations, as hiding places, etc.

Of course, natural selection produces information processing capabilities related to many features

of the environment that are not products of evolution, e.g. rocks, sand, water, clouds, changing

illumination, changing seasons, etc. But when objects perceived and used evolve and the systems

that perceive and use them also evolve, the positive feedback loops between the evolutionary

processes can produce remarkably complex physical structures and controlled behaviours that are

intimately linked by information processing mechanisms. 

As far as I know, there is no existing AI or robot vision system that can acquire the kinds of

information that (adult) humans can acquire from the above pictures and the scenes they depict,

much of which seems also to be part of the visual capabilities of other species, though different

species need different subsets, to meet their foraging, feeding, mating, hiding, fighting,

nest-building or other needs. 

Attaching labels to regions of images, or to parts of image sequences, has little to do with this:

perception provides information about what is in the environment, not what’s in sensory input. The

latter is far more variable, full of mostly irrelevant detail, and far less useful for an organism that

needs to act in the environment, part of which may be out of sight, e.g. a hunting animal cautiously

moving while avoiding being seen by previously observed prey. As you move in relation to a

complex scene, details of your retinal images, and patterns of optic flow will constantly change

while the perceived scene, e.g. a bush with many leaves and flowers, remains unchanged, though

which portions are visible will change as you move, as will patterns of optic-flow visible in the

scene. In a static scene optic flow will be greater for objects closer to you than for more distant

parts of the scene. If there are objects in motion in the scene, e.g. due to wind blowing or

organisms moving, a human visual system will usually identify some of the visible changes as not

merely produced by viewer motion. However, in many situations both object motion and changing

point of view will affect sensed details and the visual system will need to be able to distinguish the

cases, most of the time if not always. 

Perception of human artefacts may use similar products of evolution 

A very different sort of capability is illustrated in this picture 
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You probably see a pencil and a mug and flat horizontal surface below the mug. Moreover, you can

almost certainly think about a wide range of ways in which the relationships between pencil, mug

and surface can change. (I call those sets of possibilities and their constraints "proto affordances"

because they have the potential to become affordances, in James Gibson’s sense, for organisms

with appropriate capabilities and needs. But organisms without those capabilities or those needs

can often understand the same possibilities for change.) 

Now consider possible ways in which you can grasp and move things in the scene depicted.

Among those possibilities is there a sequence of actions that will allow you to use your hand to lift

the mug vertically off the surface, without any part of your skin touching the mug anywhere? 

What difference does it make if you have access to a glove or a piece of cloth? 

Is any object not already visible in the scene required for the task of lifting the mug? 

A very young child might not be able to work out a sequence of movements that can meet the

requirement. But people looking at this web page probably can, even if they have never lifted a

mug in that way previously. 

Moreover, you can probably also reason about whether it is possible to lift the mug without

grasping any part of it and without spilling any of the liquid in it, if the mug is almost full? 
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As far as I know, there is no existing AI system with a combination of visual, reasoning, planning

and motor control capabilities that is capable of thinking about the actions referred to above,

though there are many that could be trained to perform sequences of actions to achieve such

goals. Those that can be trained are able to attach labels to specific percepts, and to respond to a

variety of particular configurations to achieve a type of goal -- e.g. grasping a mug, catching a ball,

walking through a door, and many more. 

A robot that can play table-tennis is able, as a result of training (possibly with abilities to extrapolate

from or between previously experienced situations), rapidly to select appropriate behaviours

whenever it sees the ball approaching. But that does not require the ability to think about effects of

variations of the actions, or variations of the shapes or relative sizes of the objects, or to reason

about what might have happened if it had reacted differently, without actually going through the

details of the different scenario. 

For any particular configuration different from a state that actually occurred, and a particular

sequence of hand movements in exactly that different situation, some robots may be able to work

out the precise consequences of those movements in that situation, by simulating the process. But

simulating such a specific process is very different from being able to reason abstractly about a

class of configurations, processes and constraints. Compare our ability not only to check that

angles of a particular planar triangle add up to half of a complete rotation, but to reason that the

same must be true for any planar triangle, no matter what its angles and what is size, orientation or

location. (A task that is discussed in more detail here.) 

For reasons that will be explained elsewhere, I think the points discussed in this note are very

relevant to answering the question: how did human mathematical capabilities of the sorts used in

producing Euclid’s Elements originally develop, and what were the evolutionary requirements for

this to happen? Part of the answer is that evolution blindly used various kinds of mathematics to

produce some of the structures that now exist as a result of growth and development of organisms,

and many other organisms need mathematical or proto-mathematical abilities to perceive and use

those structures, their possibilities for change and the constraints on those possibilities. 

This is related to, but deeper than, abilities to perceive and use analogies. Why? because

knowledge about an analogy (or metaphor) involves knowledge about the things between which

the analogy holds, including their parts and relationships, whereas an organism with knowledge

about an abstraction can discard the details of the instances from which the abstract is derived and

add details as needed when dealing with instances. Moreover different abstractions can

themselves be found to share features that allow higher order abstractions to be derived. This

process of building layers of abstraction, which characterises the history of mathematics, would be

far more cumbersome than being required to build layers of metaphors, and metaphors of

metaphors, etc. and far less powerful than the mathematics we know. 

How is all this done? What mechanisms make it possible? How did they evolve? How do they

develop in individuals? How are they used? These are all questions whose answers are far far from

obvious. This page, and others, collect examples that may help to constrain our search for

answers. 

For anyone interested I have many other closely related online discussions, including these: 
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http://www.cs.bham.ac.uk/research/projects/cogaff/misc/cup-saucer-challenge.html 

Cup, saucer and teaspoon challenge. 

http://tinyurl.com/BhamCog/talks/#gibson 

Talk 93: What’s vision for, and how does it work? 

From Marr (and earlier) to Gibson and Beyond 

Aaron Sloman, 1978, What About Their Internal Languages? 

Commentary on three articles by Premack, D. and Woodruff, G., by Griffin, D.R., by

Savage-Rumbaugh, E.S., Rumbaugh, D.R., and Boysen, S. 

in Behavioral and Brain Sciences Journal 1978, 1 (4), pp. 515ff 

https://www.cs.bham.ac.uk/research/projects/cogaff/bbs-chimps-sloman-1978.html 

http://www.cs.bham.ac.uk/research/projects/cogaff/62-80.html#1978-02 

The work of Max Clowes in the 1960s 

An informal annotated biography is available here: 

http://www.cs.bham.ac.uk/research/projects/cogaff/sloman-clowestribute.html#bio 

and a summary of some of his key ideas in the preface to this web site on vision: 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/vision/#preface 

http://tinyurl.com/CogMisc/triangle-theorem.html 

Hidden Depths of Triangle Qualia 

Theorems About Triangles, and Implications for Biological Evolution and AI: 

The Median Stretch, Side Stretch, and Triangle Area Theorems: Old and new proofs. 

http://www.cs.bham.ac.uk/research/projects/cogaff/07.html#718 

Predicting Affordance Changes (Alternative ways to deal with uncertainty), 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/vision 

A presentation of some hard, apparently unsolved, problems about natural vision and how to

replicate the functions and the designs in AI/Robotic vision systems. 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/knots/ 

KNOTS OVERVIEW Knotty Reflections: tasks involving perception of strings and knots they

can form when their ends are pulled apart. 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/torus.html 

Reasoning About Continuous Deformation of Curves on a torus and other things. 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/multipic-challenge.pdf 

A Multi-picture Challenge for Theories of Vision 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/bio-math-phil.html 

Mathematics is at root a biological, not an anthropological, phenomenon.

Installed: 25 Aug 2014 

After a family visit to Wisley Gardens. 

Last updated: 21 Apr 2020; 21 Jun 2015 (Subtitle); 11 Sep 2014; 
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This discussion paper is 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/plants-maths/ 

A PDF version (which may become out of date) is 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/plants-maths/plants.pdf 

A partial index of discussion notes is in 

http://www.cs.bham.ac.uk/research/projects/cogaff/misc/AREADME.html 

Maintained by Aaron Sloman 

School of Computer Science 

The University of Birmingham 
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