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Abstract 

 
Understanding the neocortical neural architecture and circuitry in the brain that subserves our perceptual and 
cognitive abilities will be an important component of a “Grand Challenge” which aims at an understanding of 
the architecture of mind and brain. We have recently embarked on a new five-year collaborative research pro-
gramme, the primary aim of which is to build a computational model of minimal complexity that captures the 
fundamental information processing properties of the laminar microcircuitry of the primary visual area of neo-
cortex. Specifically the properties we aim to capture are those of self-organisation, adaptation, and plasticity, 
which would enable the model to: (i). develop feature selective neuronal properties and cortical preference maps 
in response to a combination of intrinsic, spontaneously-generated activity and complex naturalistic external 
stimuli; and (ii) display experience-dependent and adaptation-induced plasticity, which optimally modifies the 
feature selectivity properties and preference maps in response to naturalistic stimuli. The second aim of the re-
search programme is to investigate the feasibility of designing VLSI circuitry which would be capable of realis-
ing the computational model, and thus demonstrate that the model can form the basis for a novel computational 
architecture with the same properties of self-organisation, adaptation, and plasticity as those displayed by the 
biological system. A basic premise of the research programme is that the neocortex is organised in a fairly 
stereotyped and modular form, and that in this form it subserves a wide range of perceptual and cognitive tasks. 
In principle, this will allow the novel computational architecture also to have wide application in the area of 
cognitive systems. 
 
. 

 
1   Introduction 
The neocortex of the brain subserves sensory per-
ception, attention, memory and a spectrum of other 
perceptual and cognitive functions, which combine 
to provide the biological system with its outstanding 
powers. It is clear that the brain carries out informa-
tion processing in a fundamentally different way to 
today’s conventional computers. The computational 
architecture of the brain involves the use of highly 
parallel, asynchronous, nonlinear and adaptive dy-
namical systems, namely the laminar microcircuits 
of the neocortex. The neurons which make up a 
neocortical microcircuit (Silberberg et al, 2002; 
Mountcastle, 1997) are precisely connected to each 
other and to their afferent inputs through synapses in 
specific layers of the laminar cortical architecture, 
and on specific locations on their dendritic trees 
Thomson and Bannister 2003; Callaway, 1998). Each 

synapse acts as a unique adaptive filter for the 
transmission of data into the circuit and between 
pairs of cells. Thus whilst a single neuron may con-
nect to many hundreds of other neurons, a signal 
sent by one neuron will be interpreted by each target 
neuron in a unique way. Furthermore, these connec-
tions are not static but change their transmission 
characteristics dynamically and asynchronously, on 
a millisecond timescale, partly determined by their 
highly precise spatial location in the dendritic tree 
(Häusser et al, 2003) but also in relation to the func-
tion of the different neuronal types that they con-
nect. In addition, both the synaptic connections and 
the transmission properties of the dendritic tree have 
the remarkable ability to continuously adapt and 
optimise themselves to meet the requirements of 
novel tasks and environments. This takes place both 
through unsupervised, self-organising modification 
of their dynamic parameters, and through optimisa-
tion of the synaptic and dendritic dynamics by spe-
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cific adaptation-induced and experience-dependent 
plasticity mechanisms.  
 
Capturing the fundamental information processing 
properties of the laminar microcircuitry of the neo-
cortex in the form of a computer model could pro-
vide the foundation for a radical new generation of 
machines that have human-like performance in per-
ceptual and cognitive tasks. Such machines would 
be capable of using self-organisation, adaptation, 
and plasticity mechanisms which are inherent in the 
neocortex, in order to deal with complex, uncertain 
and dynamically changing information. They would 
potentially be much more powerful, require minimal 
programming intervention, and be resilient to fail-
ures and errors. Creating the necessary understand-
ing of these properties of the neocortex, expressing 
them as a computational model of minimal com-
plexity, and translating this model into the design of 
a computer architecture capable of realisation in 
VLSI, will require the collaborative efforts of neu-
roscientists, computer scientists, mathematicians, 
and engineers.   
 
2 The aims of the research pro-
gramme 
 
The aim of this research programme is to create a 
new “brain-inspired” computational architecture 
which possesses the basic properties of self-
organisation, adaptation and plasticity manifest in 
the laminar neural microcircuitry of the neocortex. 
The principal objective is a functional model of a 
“stereotypical” cortical microcircuit which captures 
these basic properties of the neocortex, and provides 
the basis for the design of a novel, modular compu-
tational architecture capable of realisation in a com-
bination of analogue and digital VLSI circuits. The 
ultimate goal of this avenue of research is a “brain-
inspired” architecture which will deliver human-like 
levels of performance for a wide range of perceptual 
and cognitive tasks, and deal with all sensory mo-
dalities.  
 
This goal is well beyond the scope of the currently 
envisaged research programme; however, as a first 
step towards this goal, the programme will aim at 
capturing the fundamental properties of self-
organisation, adaptation and plasticity of the neu-
ronal circuitry in the primary visual area of the 
mammalian neocortex. This will allow us to build 
on the wealth of current neurobiological knowledge 
concerning the properties and interconnectivity of 
neurons and the behaviour of local and long-range 
neuronal circuitry in this area of neocortex in re-
sponse to visual stimuli. It must be stressed that our 
aim is not to build a detailed, biologically-precise 

model of neocortex, but rather it is to identify and 
capture in a minimally complex model these key 
fundamental properties that underlie its remarkable 
information processing capabilities. 
 
The specific aims of the proposed research pro-
grammme can therefore be summarised as follows: 
 
1. To build a computational model of minimal com-
plexity that captures the fundamental information 
processing properties of the laminar microcircuitry 
of the primary visual area of neocortex. Specifically 
the properties we aim to capture are those of self-
organisation, adaptation, and plasticity, which 
would enable the model to: 

i. develop feature selective neuronal properties 
and cortical preference maps in response to a 
combination of intrinsic, spontaneously-
generated activity and complex naturalistic ex-
ternal stimuli, and 
ii. display experience-dependent and adaptation-
induced plasticity, which optimally modifies the 
feature selectivity properties and preference 
maps in response to naturalistic stimuli. 

2. To investigate the feasibility of designing VLSI 
circuitry which would be capable of realising the 
computational model, and thus demonstrate that the 
model can form the basis for a novel computational 
architecture with the same properties of self-
organisation, adaptation, and plasticity. 
 
3  The research programme 
 
The research programme involves a high level of 
integration of activities in neurobiological model-
ling, experimental neurobiology and the VLSI cir-
cuit design. It is organised into a set of such activi-
ties, each of which addresses a well-defined aim of 
the research programme, as described below. 
 
3.1   Novel neocortical neuron and circuit 
connectivity models  
 
A basic premise of the research programme is that 
the neocortex is organised in a fairly stereotyped 
and highly modular fashion. Although much is al-
ready known about the structure and functional con-
nectivity of microcircuits in the neocortex, the cur-
rent state of knowledge is only sufficient to inform 
the initial design and construction of the proposed 
computational model. Recent work eg Thomson and 
Bannister (2003), has contributed important and de-
tailed insights into the synaptic connectivity and the 
dynamic and plastic aspects of information trans-
mission along these synaptic connections within a 
cortical column. The research will draw on this and 
on further, on-going work in order to more fully 
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elucidate the neuronal and synaptic connectivity 
which it is necessary to capture within the computa-
tional model in order to endow it with the self-
organisation, adaptation and plasticity properties of 
cortical microcircuits. 
 
In particular, the behaviour of circuit models of 
spiking neurons strongly depends on the properties 
of their constituents, the individual neurons, as well 
as on the synaptic connectivity between them. For 
example, the phase diagrams describing the dynam-
ics of sparsely connected networks of excitatory and 
inhibitory neurons, which can exhibit different syn-
chronous and asynchronous states (Brunel, 2000) 
change fundamentally when current-based integrate-
and-fire neurons are replaced by conductance-based 
integrate-and-fire neurons as the constituents of the 
network. In order to provide the cortical modelling 
and the VLSI designs with the best possible descrip-
tion of single neurons (in terms of both accuracy and 
computational efficiency), the plan is to construct 
new types of integrate-and-fire neuron models that 
represent the biophysical mechanisms operating in 
biological neurons in a more realistic way, including 
the role of neuronal dendrites in the transformation 
of synaptic input into spike output. 
 
Models will be validated by direct comparison with 
experimental data from experiments in brain slices 
and in the intact animal in vivo which describe the 
input-output relation of different types of neurons 
both at a functional, eg Chadderton et al., 2004, and a 
biophysical level, eg Häusser et al., 2001. We will 
focus on those characteristics of real neurons that 
are currently not, or only with insufficient accuracy, 
captured by the integrate-and-fire or spike response 
models currently available. We expect that models 
including the subthreshold dynamics of voltage-
dependent conductances, including oscillatory be-
haviour, as well as the shunt conductances associ-
ated with action potential firing, which provide only 
a partial reset of the membrane potential in the neu-
ron, will lead to more realistic yet compact descrip-
tions of the input-output relations of different types 
of cortical neurons. 
 
Single-neuron models will be complemented by 
three-dimensional geometric models of synaptic 
connectivity based on anatomical and physiological 
data from a large dataset of anatomically and 
physiologically identified, synaptically connected 
neurons which are being generated in a number of  
laboratories. Together these will provide an intra- 
and interlaminar wiring diagram of the cortical mi-
crocircuit. The functional properties of the synaptic 
connections between different types of neurons will 
be described by statistical distributions of the ampli-
tudes and time courses of the synaptic conductances, 

including a representation of short- and long-term 
synaptic plasticity. 
 
 
3.2   Functional analysis and modelling 
of the neocortical microcircuit  
It will be essential to provide constraints for the 
proposed computational model. This is a non-trivial 
but essential task if we are to ensure that the model-
ling work does not result in “parameter explosion”. 
In particular, it will be necessary to constrain the 
model on the basis of the functional properties of the 
neurons and their interconnectivity in the cortical 
microcircuit. In vivo, cortical cells receive input 
from several thousand synaptic connections simul-
taneously, and only a proportion of these are con-
nections from other cells within the cortical micro-
circuit. Some aspects of the intra-columnar connec-
tivity revealed by intracellular recordings will form 
an essential part of the function of the cortical col-
umn, while other aspects are unimportant details 
that are best ignored in the proposed computational 
model. Constraining the model therefore means de-
ciding which aspects are important, and estimating 
the strength of their contribution relative to other, 
external inputs and influences. This will require 
combining new extracellular recording techniques 
and novel statistical analysis and modelling ap-
proaches. Silicon array electrode techniques make it 
possible to record spiking activity simultaneously 
from dozens of neurons throughout a cortical micro-
circuit, in the living brain while it is carrying out its 
natural information processing tasks. In the past, 
simple filter models have been used to predict re-
sponses of individual neurons in sensory cortex 
(Schnupp et al, 2001). The research programme will 
aim at a dramatic improvement in these simplistic 
models through the use of novel statistical model-
ling techniques.  
 
3.3   Learning rules for the development 
of stable self-organised feature selectivity  
 
The role of self-organisation in the stimulus-
dependent development of orientation selectivity 
was first suggested by von der Malsburg and re-
cently reviewed by Miller et al (1999) and Sur and 
Leamey, 2001. The latter suggest that spontaneous 
patterns of neural activity in the absence of visual 
stimuli may be sufficient in the early periods of 
development, after the initial cortical circuitry has 
been established, for the early development of orien-
tation selectivity, but that the formation of orienta-
tion selectivity is strongly influenced by input activ-
ity to the developing cortex (Sur and Leamey, 2001; 
Sur et al, 1988). Experiments show that input activ-
ity has an influence on synaptic connections in the 
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cortical circuitry which gives rise to orientation map 
development and long-range horizontal intracortical 
connections in layers 2/3. A cortical microcircuit 
model would thus need to embody development of 
the dynamical interactions provided by intracortical 
connections in an activity-instructed self-organising 
process of map development. As yet, it would ap-
pear that no biological models exist which imple-
ment this activity-dependent self-organising process 
of development.  
 
It has been demonstrated experimentally that the 
self-organised modification of synapses depends on 
the precise timing of spikes, causing the neuron to 
evolve in such a way as to be driven by its fastest 
and most reliable inputs. Therefore it seems reason-
able to hypothesise that the learning rules which 
govern the self-organised emergence of cortical ori-
entation selectivity should yield populations of se-
lective cells, large enough to perform fast and reli-
able computation, yet small enough to be efficient. 
The investigation of these issues will lead to an un-
derstanding of how learning rules can self-organise 
the synaptic interconnectivity in the cortical micro-
circuit to produce a stable, sparse coded orientation 
selective network. An important component of this 
work will be to investigate how the stability of fea-
ture selectivity might be helped by recurrent interac-
tions between neurons. These connections could 
break the symmetry and stabilise the synaptic 
weights, improving the stability of feature selectiv-
ity. The precise details of the learning rules are ex-
pected to be of crucial importance for the final se-
lectivity patterns learned. This holds for both rate 
based as for spike timing dependent learning rules 
(van Rossum et al, 2000). 
 
3.4 Neural coding of feature selectivity 
properties of cortical circuits  
 
Intimately related to the investigation of develop-
mental self-organisation learning rules is the ques-
tion of neural coding, i.e. of how neuronal popula-
tions represent sensory information. This is even 
more evident in the case of spike timing dependent 
learning rules. For instance, if stimulus features are 
coded across the cortical microcircuit by either pre-
cise spike times of individual neurons or by syn-
chronous neuronal activity across neurons, it is of 
importance to know how such coding affects learn-
ing. Likewise, the developmental learning rules 
which result in specific patterns of synaptic connec-
tivity have to support the selective neural coding of 
the stimulus feature set. A major objective of this 
part of the research programme will be to under-
stand what advantages the laminar architecture of 

the neocortex offers in terms of efficiency of infor-
mation representation.  
 
By using mathematical analysis techniques based on 
the principles of information theory, the role of co-
lumnar organization in cortical information repre-
sentation has recently been investigated (Panzeri et 
al, 2003), but it is clear that the laminar organisation 
can provide both advantages and constraints that are 
as important. It has been shown that real cortical 
neurons encode information by timing of individual 
spikes with millisecond precision (Panzeri et al, 
2001a) and investigated what mechanisms are need 
to read out this information, eg dendritic processing 
must be important to decode information if most 
information is encoded by the “label” of which neu-
ron fired each spike, and not very important if in-
stead neurons can sum up all spikes at the soma and 
still conserve all information (Panzeri et al, 2003). 
 
Research in this part of the programme will extend 
these ideas by investigating in detail the information 
processing capabilities of laminar cortical circuits. 
In particular, we will determine (i) the “neuronal 
code” used in different laminae, i.e. which of the 
features (e.g. spike count, precise spike times, syn-
chronization) characterizing the responses of neu-
ronal populations in different laminae convey the 
most sensory information (ii) whether the precise 
synaptic connectivity within the laminar neocortical 
architecture is to some extent “optimal” for fast in-
formation transmission from one neuron/layer to 
another neuron/layer. By “optimal” we mean that 
the observed wiring comes close enough in terms of 
transmitted information to the best possible one. By 
fast we mean that all of this information must be 
transmitted by the model synaptic system in time 
scales as fast as the cortical ones (Panzeri et al, 
2001b). 
 
3.5 Learning rules for experience-
dependent and adaptation-induced plas-
ticity in the developed cortical microcir-
cuit 
 
It is well known that the ability to detect small ori-
entational differences can be significantly improved 
through training on a visual discrimination task over 
an extended period of time. This perceptual learning 
process is also seen to have a long-lasting effect, 
indicating that it must be the result of some form of 
long-term synaptic plasticity in the brain. Other 
characteristics of the learning, which can be psy-
chophysically observed, such as the lack of transfer 
of the learning from one orientation to the orthogo-
nal orientation or from one learned retinal location 
to a nearby nonoverlapping location, indicate that 
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the plasticity must involve the primary visual cortex, 
where the neurons have localised orientation selec-
tivity and small receptive fields. Orientation plastic-
ity has also been demonstrated in response to con-
tinuous visual stimulation for a period of seconds to 
minutes, a process known as adaptation. The results 
suggest that adaptation-induced orientation plastic-
ity involves changes in circuit connectivity which 
then define a new preferred orientation. As proposed 
in the review by Dragoi and Sur (2003), the changes 
in orientation selectivity following adaptation imply 
a circuit mechanism that reorganizes responses 
across a broad range of orientations, and suggest 
that adaptation-induced orientation plasticity in pri-
mary visual cortex is a self-organised emergent 
property of a local cortical circuitry acting within a 
non-uniform orientation map. Research in this part 
of the programme will investigate the learning rules 
necessary to support the proposed emergence of 
adaptation-induced modification of orientation se-
lectivity, and whether such learning rules can also 
support long-term experience-dependent plasticity 
of orientation selectivity. 
 
3.6   Novel neocortical neuron and circuit 
connectivity models 
 
Spatiotemporal response properties of neurons in 
fully developed primary sensory areas are not static 
but can change on various timescales. Dynamic 
changes of response properties on long timescales 
have been assigned to adaptation and plasticity 
mechanisms. But responses also change on fast 
time-scales of a few to a few hundred milliseconds 
revealing rich dynamic features that result from the 
neural and synaptic activation dynamics and on-
going interactions between neurons within and 
across cortical microcircuits eg Bringuir et al 
(1999). Recent experiments eg Ringach et al (2002) 
indicate even more complex responses of cortical 
neurons and circuits to naturalistic stimuli. Spatio-
temporal responses look similar to those for simple 
bar or grating stimuli, but there are also significant 
differences (Ringach et al, 2002). In part these dif-
ferences seem to be related to influences from out-
side the classical receptive field: These experiments 
provide evidence that spatiotemporal response prop-
erties of cortical neurons are dynamically shaped in 
quite intricate ways by intrinsic neuronal and synap-
tic activation dynamics, interactions between neu-
rons within the microcircuit, and longer ranging 
synaptic recurrent, feedforward and feedback cir-
cuits. These dynamical properties may underlie the 
surprisingly fast and adaptable information process-
ing within the cortical microcircuit. 
 

A general analytical approach has recently been 
described (Wennekers, 2002) that relates differently 
tuned enhanced and suppressed phases in a spatio-
temporal response function to feedforward or recur-
rent pathways between participating cell classes. 
Although useful for some spatiotemporal phenom-
ena, much of the complexity in real neural responses 
remains unexplained by such models. Models of 
complex spatiotemporal phenomena which incorpo-
rate the influence of ongoing and spreading activity, 
or responses to real-world stimuli, are still scarce.  
 
3.7  Feasibility analysis for VLSI circuit 
design  
 
A major aim of the research programme is to use the 
computational model of the neocortical laminar mi-
crocircuit to define an efficient and implementable 
VLSI “building block” for a novel computational 
architecture. The mapping of the model of the corti-
cal microcircuit model into the VLSI circuit design 
for a novel computational architecture will require 
the investigation of detailed issues with respect to 
the numerical accuracy, performance, power con-
sumption and area cost of novel analogue and digital 
circuit alternatives. These investigations will form 
the activity of this workpackage. We envisage a 
structure for the VLSI design based upon an ana-
logue VLSI spiking neural substrate, interconnected 
via a digital VLSI address-event communication 
network, all controlled by a software configuration 
and control system. However, the integration of 
low-level neural models implemented by analogue 
VLSI circuits, with digital VLSI for signal routing 
and communication will need to go far beyond the 
simple protocols currently used by the neuromor-
phic engineers, and presents a major challenge. The 
research will also aim at understanding the implica-
tions, in both directions, for including or omitting 
certain components in the computational model, and 
assessing the relationship between the levels of de-
scription chosen for the computational model and 
the constraints of VLSI circuit design. In addition, 
the issues of optimisation (area, power) are present 
both in the neocortical microcircuit, and in silicon, 
so some direct analogies on a physical level will be 
investigated, eg the possible arrangement of the 
physical layout of devices in a way which is inspired 
by the 3-dimensional laminar architecture of the 
cortical microcircuit, in which connections between 
the cortical microcircuit “building blocks” are pre-
dominantly within or between certain layers.  
 
4  Summary 
 
The neocortex of the brain subserves sensory per-
ception, attention, memory and a spectrum of other 
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perceptual and cognitive functions, which combine 
to provide the biological system with its outstanding 
powers. It is clear that the brain carries out informa-
tion processing in a fundamentally different way to 
today's conventional computers. The computational 
architecture of the brain clearly involves the use of 
highly parallel, asynchronous, nonlinear and adap-
tive dynamical systems, namely the laminar neural 
microcircuits of the neocortex. The fundamental aim 
of this research programme is to create a new brain-
inspired" computing architecture which possesses 
the basic properties of self-organisation, adaptation 
and plasticity manifest in the neural circuitry of the 
neocortex. The objective is a modular architecture 
based on a representation of a "stereotypical" corti-
cal microcircuit. The research will focus on the 
laminar microcircuits of the primary visual cortex in 
order to build on the wealth of neurobiological 
knowledge concerning the behaviour and intercon-
nectivity of neurons in this area of neocortex. How-
ever the wider objective would be to use the laminar 
microcircuitry of primary visual cortex as an exem-
plar for a stereotypical neocortically-inspired archi-
tecture. This will allow the architecture to be de-
ployed in a wide range of perceptual tasks, and po-
tentially also in cognitive tasks such as decision 
making,, with minimal changes to the basic cir-
cuitry. The aim is not simply to build a detailed, 
biologically-precise model of primary visual cortex, 
but rather the challenge is to identify and capture the 
key fundamental principles and mechanisms that 
underlie the remarkable and ubiquitous information 
processing power of the neocortex. 
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