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Abstract:
Thereis muchshallow thinking aboutemotions,anda huge
diversityof definitionsof “emotion” arisesoutof thisshallow-
ness.Toooftenthedefinitionsandtheoriesareinspiredeither
by a mixtureof introspectionandselective commonsense,or
by amisdirectedneo-behaviouristmethodology, attemptingto
defineemotionsandothermentalstatesin termsof observ-
ables.Oneway to avoid suchshallowness,andperhapseven-
tually achieve convergence,is to baseconceptsand theories
on an information processingarchitecture,which is subject
to variousconstraints,includingevolvability, implementabil-
ity, coping with resource-limitedphysicalmechanisms,and
human-like functionality. Within suchan architecture-based
theory we can distinguish(at least)primary emotions,sec-
ondaryemotions,andtertiaryemotions,andproducea coher-
enttheorywhichexplainsawiderangeof phenomenaandalso
partly explainsthediversity of theories:mosttheoristsfocus
ononly asubsetof typesof emotions.
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1. Intr oduction

Thestudyof emotionin cognitivescienceandAI has
suddenlybecomeveryfashionable,with arapidlygrow-
ing numberof workshops,conferencesandpublications
on the topic. Of course,it is not a new topic, even in
AI, as shown by Simon’s importantcontribution over
30 yearsago [14], andvariouspapersnearly20 years
agoin IJCAI’81 including my first paperon this topic
[15]. Although therearesomeexcellentsurveys of is-
suesconcerningemotions(e.g. [7, 11–13]), it is dif-
ficult for newcomersto the field to achieve a balanced
overview, and in consequencethereis a growing ten-
dency to presentsimplistic AI programsandrobotsas
if they justified epithetslike “emotional”, “sad”, “sur-
prised”,etc. This is similar to the tendency, lambasted
longagoby McDermottin [8], to usetermslike “goal”,
“plan”, “learn”, simply becausethereareproceduresor
variableswith thesenamesin a program.

A typical manifestationof suchshallownessis hav-
ing one or more emotionalstatevariableseither with
booleanvaluesthatcanbetoggledor with a numerical
or “qualitative” rangeof valuesfor eachvariable.Such
modelsarehopelesslyinadequatein accountingfor typ-
ical humansocialemotionswhich arerich in semantic
content,for instancebeinginfatuated,or feelinghumil-
iatedbecausesomesilly mistakeyoumadewaspointed
out by a famouspersonin a largepublic lecture.

2. Shallow modelsarenot all bad

Shallow modelsmaynotmatterif they havea limited
purposewhich is madeclear, e.g. to entertain,or to
teachprogramming,or to modelsomelimited aspectof
controlof postureor facialexpression,etc. I haveavery
shallow modelin whichsimulatedmobilerobotscanbe
in statesdescribedasglum,surprised,neutralor happy,
but this is nothing more than an elementaryteaching
tool. Studentsplay with andextendit in orderto learn
agentprogrammingtechniques.In thenearfuture,there
will probablybea growing useof very shallow models
of emotionin computerentertainments.Thereisnothing
wrong with that, if they aresuccessfulat entertaining.
However thatdoesnot necessarilymake themplausible
modelsof humanor animalemotions. They may not
evenbeusefulstepsin thedirectionof suchmodels.

Shallow modelscan sometimesplay a role in the
searchfor deepermodels. Building inadequatemod-
els, and exploring their capabilitiesand limitations is
oftenanessentialpartof theprocessof learninghow to
designmorecomplex andmoresatisfactorymodels,as
explainedin [1, 19].

3. How to achievegreaterdepth

A desirablebut rarely achieved type of depthin an
explanatorytheory is having a model which accounts
for a wide rangeof phenomena.Oneof thereasonsfor
shallownessin psychologicaltheoriesis consideration
of too smalla varietyof cases.

If insteadof thinkingonly aboutnormaladulthumans
we consideralsoinfants,peoplewith brain damageor
disease,andalsootheranimalsincludinginsects,bacte-
ria, birds,bonobos,etc.,wefind evidencefor myriadin-
formationprocessingarchitectureseachsupportingand
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explainingaspecificcombinationof mentalcapabilities.
Yet morepossiblearchitectures,eachsupportinga col-
lectionof possiblestatesandprocessescanbefoundin
robots,softwaresystemsandmachinesof thefuture!

Thusconceptsdescribingmentalstatesandprocesses
in oneanimalor machinemay be inappropriatewhen
describinganother. Likewise,conceptsrelevant to nor-
mal adult humansmay be inappropriatefor new-born
infants,victims of Alzheimer’sdisease,or anentertain-
ing robot which canbe madeto look happy, annoyed,
surprised,etc.

Although human adults seemto be innately pro-
grammedto attribute all sorts of mental statesto in-
fants,in factinfantsmaybeincapableof having someof
them. For instance,a newborninfantmaybeincapable
of feelinghumiliatedif it lackstherequiredarchitecture.
It may even be incapableof feeling pain in the same
wayasanadult,despitedisplayingcompellingexternal
symptoms.

It oftengoesunnoticedthatmuchof whatpoetsand
novelistssayaboutus,andwhatwesayaboutourfriends
andourselveswhengossippingor discussingour inter-
ests,loves,hopes,fearsandambitions,implicitly pre-
supposesthat humansareessentiallyinformationpro-
cessingsystems. E.g. when poetsdistinguishfickle
liking which is easily diminishedby new information
and deep love which is not, they implicitly presup-
posethatnew informationcanhaveeffectson powerful
information-basedcontrolstates.

By consideringpossibledescriptive andexplanatory
conceptsgeneratedby a virtual machine information
processingarchitecture we obtaina broaderanddeeper
explanatorytheorythanisnormallyfoundin philosophy,
psychologyor socialscience.Of course,sucha theory
shouldsatisfyempiricalconstraintsincludingevolvabil-
ity, implementability in neural mechanisms,resource
limits, etc.

A comprehensivetheoryof emotionsandothermen-
tal statesrequiresa survey of typesof informationpro-
cessingarchitecturescoveringhumansof varioustypes,
otheranimals,future robotsandsoftwareagents. For
eachtype of architecturewe can preciselydefine the
sortsof statesandprocessesit supports,andthenwecan
formulateand,perhapsbegin to answer, far morepre-
cisequestionsaboutwhichagentsarecapableof having
which sortsof emotions,experiences,thoughts,andso
on.

A properunderstandingrequirescomparativeanalysis
of possibilitiesandtrajectoriesin designspaceandniche
space,asoutlinedin [20,23]. Weunderstandaparticular
architecturebetterif we know what differenceswould
ariseout of varioussortsof designchanges:which ca-
pabilitieswould belost andwhich would beadded.We
alsohave a deeperunderstandingof the architectureif
we can seewhat sortsof pressuresand trade-offs led

Fig. 1. Anunstructuredmess?

Anyobservedbehaviourmightbeproducedbyanunin-
telligibly tangledandnon-modulararchitecture. (Rect-
anglesrepresentinformationstores and buffers, ovals
representprocessingunits,andarrowsrepresentflowof
information.)

to its evolution, andhow it might developor evolve in
future.

Thisinvolvesgoingbeyondthemajority of AI projects
or psychologicalinvestigationsinsofar asit requiresus
bothto considerdesignsfor completeagentsandalsoto
do comparativeanalysisof differentsortsof designs.

4. Constraints on theorising

Discoveringthearchitectureof a complex systemwe
havenotdesignedourselvesisverydifficult. Noamount
of observation of the behaviour of any animalor ma-
chinecandeterminetheunderlyingarchitecture,sincein
principleany lifelong setof behaviourscanbeproduced
by infinitely many differentinformationprocessingar-
chitectures,including totally unstructured,unintelligi-
ble, “flat”, multi-componentarchitectures,assuggested
in Figure1.

Decompiling information gleanedfrom invasive or
non-invasiveobservationof internalphysicalstructures
is just as hard, e.g. if we don’t even know at what
physicallevel mostof the architectureis implemented.
Do neuronsor moleculesdo most of the information
processing?

We can best constrainour theoriesby combining
a numberof considerationswhich I have discusseda
greaterlengthin [23,26],suchas: (1) trade-offs thatcan
influenceevolutionarydevelopments,(2) whatis known
aboutourevolutionaryhistory, (3) whatis known about
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Central
ProcessingPerception Action

Fig. 2. A triple towermodel(basedonNilsson)

Intelligent organismsand robots require perceptual
mechanismsandactionmechanismsof varyingdegrees
of sophistication.In general therearealsomorecentral
processingmechanisms. The boundariesbetweenthe
“towers” neednotbeverysharp,especiallywherethere
is rich two-wayinformationandcontrol flow.

humanandanimalbrainsandtheeffectsof braindam-
age,(4) whatwe have learntin AI aboutthescopeand
limitations of variousinformationprocessingarchitec-
tures,mechanismsandrepresentations,(5) introspective
evidence,suchasmy knowledgethat I consideredand
evaluatedalternativewaysof travelling to theI3 Spring
Daysconferencebeforebuying tickets.

But our theorieswill still remainconjectures for a
long time to come. At leastwe can show that some
conjecturesare better than others,if we take a broad
enoughview of whatneedsto beexplained.

5. Towards a sketch of a theory

Nilsson [10] haslisted somereasonsfor supposing
that intelligentsystemscanbeanalysedin termsof the
“triple tower” modeldepictedin Figure2,whichapprox-
imately separatesperceptualmechanisms,centralpro-
cessingmechanismsandactionmechanisms.He calls
the centraltower the “model tower”, thoughthis label
maybetoorestrictivefor therangeof functionssketched
below. Thetriple towermodelismainlyaresultof func-
tional analysiscombinedwith observation of existing
organisms.

Anotherbreakdown of informationprocessingfunc-
tionality comesfrom both functionalandevolutionary
considerations.This is the triple layermodelsketched
in Figure3, anddiscussedat greaterlengthin previous
papers(e.g. [21, 24,22,26,16]). Thesethreelevelsare

Meta-management
(reflective processes)

(newest)

Deliberative reasoning
("what if" mechanisms)

(older)

Reactive mechanisms
(oldest)

Fig. 3. Thetriple layer model

Thereisgoodreasontobelievethatearlyorganisms,like
someexistingorganisms,were totally reactive, andthat
deliberativeandmeta-managementlayersevolvedlater.
Adulthumansappearto haveall threetypesof process-
ing, which is probablyrare amonganimals. Thethree
layers operate concurrently, and do not form a simple
dominancehierarchy. Imaginethismodelsuperimposed
on Figure2.

differentfrom thethreediscussedby Nilssonin chapter
25 of [10], thoughthereis someoverlap.

If the three layers and the three towers are super-
imposedwe arrive at an architecturewhereperceptual
mechanismshave several layerswith differentkindsof
sophistication,which evolved at different times to fit
in with the requirementsof the different central lay-
ers. Likewise the actionmechanismsmay have differ-
ent level of sophisticationsupportingdifferentsortsof
functionalitywhichevolvedat differenttimes.

All of this is partof a conjecturaltheoryof a normal
adulthumaninformationprocessingarchitecturebased
onevidenceof many kindsfrom severaldisciplines,and
thesortsof constraintsonevolvability, implementability
andfunctionalitymentionedabove.

Accordingto this theory:
(a)Evolution,likeengineers,foundthat(partly)mod-

ulardesignsareessentialfor defeatingcombinatoricsin
thesearchfor solutionsto complex problems(with only
4,000,000,000yearsandonebiosphereonanearth-sized
planetavailable).

(b) Humaninformationprocessingmakesuseof (at
least) three different concurrentlyactive architectural
layers,a reactive layer, adeliberative layer, anda meta-
managementlayer which evolved at different times,
which we sharewith otheranimalsto varyingdegrees,
alongwith variousadditionalsupportingmodulessuch
asmotive generators,“global alarm” mechanismsand
long term associative storagemechanisms.The differ-
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entlayersandsupportingmechanismsmayhaveevolved
frompurelyreactivemechanismsbymeansof thetypical
evolutionarytrick of makinganothercopy of anexisting
mechanismand then graduallytransformingthe func-
tionsof the new copy. This almostcertainlyhappened
severaltimesin theevolutionof brains.

(c) Reactivesystemsmaybeverycomplex, andpow-
erful, especiallyif internal reactionscan be chained
togetherand can causemodificationof internal states
whichtriggerormodulateotherreactions.I donotclaim
thatdeliberativeor meta-managementmechanismspro-
vide behavioural capabilitiesthatcouldnot in principle
be provided by purely reactive mechanisms.RatherI
havearguedelsewherethatachieving thesamefunction-
ality by purely reactive meanswould have requireda
far longerperiodof evolutionwith morevariedcircum-
stances,anda far largerbrainto storeall thepreviously
evolvedreactivebehaviours. Thetimeandbrainsizere-
quiredfor apurelyreactivehuman-likesystemareprob-
ably too large to fit into the physicaluniverse. Some
peoplewhoarguein favourof purelyreactivesystemsdo
notconsiderthetrade-offs involvedin theseresourceis-
sues.Merely showing thatin principlereactivesystems
sufficeprovesnothingaboutwhatcanwork in practice.

(d)Reactive,deliberativeandreflectivelayerssupport
differentclassesof emotionsfoundin humansandother
animals,includingtheprimaryandsecondaryemotions
discussedbyDamasioandPicard[4, 13],andthetertiary
emotionsI have discussedin criticising their work [22,
25].
(i) the reactive layer, including a global alarmmecha-
nism, accountsfor primary emotions(e.g. beingstar-
tled, frozenwith terror, sexually aroused);
(ii) the deliberative layer supportssecondaryemotions
likeapprehensionandreliefwhichrequire“what if ” rea-
soningabilities(thesearesemanticallyrich emotions);
(iii) a meta-management(reflective) layersupportsnot
onlycontrolof thoughtandattentionbutalsolossof such
control, asfound in typically humantertiary emotions
suchasinfatuation,humiliation,thrilledanticipationof a
futureevent. (Thislayerisalsocrucialtoabsorptionof a
cultureandvariouskindsof mathematical,philosophical
andscientificthinking.)

All thelayersaresubjectto interferencefrom theoth-
ersandfrom oneor morefastbut stupidpartly trainable
“global alarm” mechanisms(e.g. spinalreflexesof var-
ious sorts,the brain stem,the limbic systemincluding
theamygdala,etc.)

(e)A morefine-grainedanalysisof typesof processes
thatwe tendto call “emotions” in humanswould show
thattheabovethree-foldclassificationinto primary, sec-
ondaryand tertiary emotionsis somewhat superficial.
For instance,therearedifferentwaysemotionscande-
velopover time, andthethree-folddistinctiondoesnot
sayanything aboutthat. A shortflashof angeror em-

barrassmentwhichquickly passesis verydifferentfrom
longtermbroodingor obsessivejealousyor humiliation
which graduallycoloursmoreandmoreof an individ-
ual’smentallife.

(f) Perceptualandmotorsystemsarealsolayered:the
different layersevolved at different times, act concur-
rently, andhave differentrelationshipsto the “central”
layers.E.g. deliberativemechanismsmake useof high
level characterisationsof perceived states,e.g. seeing
a bridgeas“rickety” or an ornamentas“fragile”. Us-
ing someof Gibson’s ideas,this can be describedas
perceptionof abstractaffordances.

(g) Analysingwaysin which componentsof suchan
architecturemight bootstrapthemselves,develop,reor-
ganisethemselves,acquireandstoreinformation,or go
wrong, will provide far richer theoriesof learningand
developmentthaneverbefore.

(h) The threelayersaccountfor different cognitive
andaffectivestates,aswell asdifferentpossibleeffects
of braindamage,andotherabnormalities.For instance,
someaspectsof autismseemto involvemalfunctioning
or non-functioninghigherlevel perceptualmechanisms
(assuggestedin [17]).

(i) A multi-layeredarchitectureof the sort proposed
could give robotsvariouskinds of human-like mental
statesand processes,including qualia arising out of
inward focusedattention. As sciencefiction writers
have noted,this might leadsomerobotsto re-discover
philosophicalconfusionsabout consciousness.Soft-
wareagentscould have similar capabilities. However,
detaileddifferencesin physicalembodimentsand vir-
tual machinearchitecturescould entail many kinds of
minordifferencesin thementalstatesof which they are
capable.This is no differentin principle from the fact
that mentalstatespossiblefor adultsand children are
different,or for malesandfemales,or humansandcats.

Many doubt theseclaimsaboutrobotsbecausethey
seethelimitationsof existingcomputer-basedmachines
andsoftwaresystemsandcannotimagineany waysof
overcomingtheselimitations. They do not realisethat
wearestill in theearlystagesof learninghow to design
informationprocessingsystems. (Claiming that com-
puterswill beevermorepowerful is notenoughto allay
thesedoubts:wealsoneeddeepanalysisof theconcepts
usedto expressthedoubts.)

6. Alter nativesin designspace

Although the above theory includesa sketch of an
architecturefor human-like intelligentsystems,thereis
no suggestionthat this is the only sort of intelligence.
‘Intelligence’, like ‘emotion’, is a clusterconcept, re-
ferring to a variableclusterof capabilities,andadmit-
ting a wide varietyof typesof instances,with no sharp
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perception action

THE ENVIRONMENT

ALARMS

REACTIVE PROCESSES

Fig. 4. A reactivesystemwith globalalarms.

Whenreactivesystemsaresocomplexandsophisticated
that they canintroducesignificantdelaysbetweensens-
ing andacting, it maybeusefulto havea more ‘stupid’
pattern-directedalarm system,with inputsfrom every-
whereandoutputsgoingtoall partsof thesystem,which
can take control whenemergenciesor urgent opportu-
nitiesare detected.

boundaries.In particular,animals(andperhapshumans)
exist with different subsetsof the full array of mech-
anismsdescribedabove, andwithin thosemechanisms
considerablevariationis possible.

For example,many insectsappearto be capableof
remarkableachievementsbasedentirelyin complex col-
lectionsof purelyreactivemechanisms,suchastermites
constructingtheir “cathedrals”,with air conditioning,
nurserychambersandotherextraordinaryfeatures.

SoI amnotdenying thattherecanbeorganisms(and
robots)which arepurely reactive, or which combinea
reactivemechanismwith aseparateglobalalarmsystem,
asin Figure4.

More sophisticatedorganismshave both a reactive
anda deliberative layer, providing “what if ” reasoning
capabilities,as illustrated in Figure 5. Such mecha-
nismsprovide the ability to constructspecificationsof
hypotheticalpastor futuresituationsandto reasonabout
them. Many writers,includingCraik [3] aslong agoas
1943,have pointedout thatsuchabilitiesmay increase
biologicalfitness.

It seemsthatsomeotheranimalsbesideshumanshave
deliberative mechanismsthoughthey vary enormously
in their richnessandflexibility . For instance,how effec-
tive suchcapabilitiesare,will dependon a numberof
factorsincludingthetypeandsizeof re-usableshort term
working memory, the type of representationalmecha-
nismsavailable,thetypeandsizeof thetrainableasso-
ciative memorywhich can storegeneralisationsabout
theenvironment,andsoon.

ALARMS

Variable
threshold
attention
filter

Motive
activation

Long
term
memory

perception action

THE ENVIRONMENT

REACTIVE PROCESSES

DELIBERATIVE PROCESSES
(Planning, deciding,

scheduling, etc.)

Fig. 5. A hybridarchitecture with globalalarms.

Reactiveand deliberative mechanismsmaysometimes
be dominatedby control signals from a global alarm
system.

The deliberative layer might have evolved as a re-
sult of a mutationwhich at first led to the copying of
a trainableassociativememoryin a purelyreactivesys-
tem. After that, the new copy might have gradually
evolved, alongwith other mechanisms,to provide the
ability to answerquestionsabout“what would happen
if ” insteadof “how shallI reactnow”. Makinggooduse
of sucha “what if ” reasoningcapabilityrequiresbeing
able to storegeneralisationsaboutthe environmentat
an appropriatelevel of abstractionto allow extrapola-
tion beyondobservedcases.This in turncouldgenerate
evolutionarypressuretowardsperceptualsystemswhich
includehigher level abstractionmechanisms.All this
is, of course,highly speculative,andneedsto betested
empirically, though it is consistentboth with what is
known aboutevolutionarymechanismsandwith the at
leastpartlymodularstructureof thebrain.

More generally, within this framework we canseea
needfor a generalisationof Gibson’s theoryof percep-
tualaffordances[6] (contrastedwith Marr’stheoryof vi-
sionin [17]) to accommodatedifferentperceptualaffor-
dancesfor differentcomponentsin themorecentralpro-
cessingmechanisms.This requiresthe sharingof sen-
soryresourcesbetweenconcurrentlyactivesubsystems,
andcangenerateconflicts,asdiscussedin [18].

Deliberative capabilitiesbring their own problems,
suchas how they shouldbe controlled,how different
deliberativestrategiesshouldbeselectedor interrupted,
how they shouldbe evaluatedand modified. For this
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ALARMS

Variable
threshold
attention
filter

perception action

DELIBERATIVE PROCESSES

(Planning, deciding,
scheduling, etc.)

META-MANAGEMENT

processes
(reflective)

THE ENVIRONMENT

REACTIVE PROCESSES

Motive
activation

Long
term
memory

Fig. 6. Addinga meta-managementlayer.

Themeta-managementlayer providesthe ability to at-
tendto, monitor, evaluate, andsometimeschange inter-
nal processesandstrategiesusedfor internalprocesses.
However, all thelayersandthealarmsystem(s) operate
concurrently, andnoneis in total control.

purposeandothers,it seemsthatanevensmallersubset
of animals,includinghumans,have evolveda third ar-
chitecturallayerproviding theability to directattention
inwardly and to monitor, evaluate,and in somecases
modifywhatis happeninginternally. Luc Beaudoinfirst
drew my attentionto someaspectsof the needfor this
layer, andcalledit meta-management.Someof the re-
quirementswereanalysedin his PhDthesis[2].

Earlier papers(e.g. [27]) have discussedsomeof
thewaysin which this theoryaccountsfor distinctively
humanemotionssuchasgrief, infatuation,excited an-
ticipation,humiliation, involving partial lossof control
of attention. We usedto call theseemotions“pertur-
bances”,but now refer to themastertiaryemotions,to
distinguishthemfrom theprimaryandsecondaryemo-
tionsdiscussedby Damasioandothers.

Sincethesetertiary emotions(perturbances)involve
lossof controlof attention,andyoucannotlosewhatyou
havenotgot,onlyanorganismwhichhassomethinglike
meta-managementcapabilitiescanget into suchstates.
Thisdoesnotmeanthatall humanshavethiscapability.
New borninfants,peoplewith degenerativebraindisease
or braindamage,maylacksuchcapabilities.

7. Ar eemotionsrequired for intelligence?

It is clearthat local reflexesandglobalalarmmech-
anismscanbe useful in organismsor machineswhich
sometimesrequirevery rapid reactionsto occur faster
thannormalprocessesof perception,reasoning,deliber-
ation,andplanning.Suchreactionscanproducesimple
andobviouseffectssuchasfreezing,fleeing,producing
aggressivesoundsor postures,pouncingonprey, sexual
responses,andmoresubtleinternaleffectssuchasatten-
tion switchingand“arousal” which might involve dif-
ferentkinds of informationprocessing.Becausethese
reactionsoften needto happenvery quickly they can
betriggeredby a relatively stupid,but trainable,pattern
recognitionsystem.

Many humanemotionsseemto involve theoperation
of suchmechanisms.Theseandotheremotionsarecon-
nectedwith resource-limitsin more “intelligent” sub-
systems.If thosesystemscouldoperatefaster, andwith
morecompleteinformation, it would not be necessary
for more“stupid” mechanismsto overridethem.

Damasio(in [4]) pointed out that certain kinds of
frontallobedamagecansimultaneouslyremovetheabil-
ity to have certainclassesof emotionsandalsounder-
minetheability to achievehigh level controlof thought
processesrequiredfor successfulmanagementof one’s
life. Pendingfurther investigationof details,this gives
somesupportfor theclaimthatthereareclassesof emo-
tions,referredtoas“tertiaryemotions”above,whichde-
pendon mechanismsthatareconcernedwith high level
managementof mentalprocesses.

Damasioargued from this that emotionsare a re-
quirementfor intelligence,andsincethentheargument
hasbeenrepeatedmany times: it hasbecomea sortof
meme. However, the reasoningis fallacious,asI have
arguedin [22, 25]. Thebraindamagein questionmight
merelyhave disabledsomemechanismsinvolving con-
trol of attention,requiredbothfor tertiaryemotionsand
for managementof thoughtprocesses.It doesn’t follow
thatemotionssomehow contributeto intelligence:rather
they area side-effect of mechanismsthat are required
for other reasons,e.g. in order to overcomeresource
limits asexplainedabove.

Here’s an exampleof similarly fallaciousreasoning
thatnobodywould find convincing. Operatingsystems
which supportmultiple concurrentprocessesare ex-
tremelyuseful,but they cansometimesget into a state
where they are “thrashing”, i.e. spendingmore time
swappingandpagingthandoing usefulwork. If some
damageoccurredwhich preventedmorethanonepro-
cessrunningat a time thatwould preventthethrashing,
andremove the usefulbenefitsof multi-processing.It
doesn’t follow thata thrashingmechanismsis required
to produceusefuloperatingsystems.In fact,by adding
morememoryandCPUpower, thrashingcanbereduced
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andperformanceenhanced.Likewise,it is possiblefor
maturehumansto learnstrategiesfor avoidingemotions,
andthis canoftenimprovethequality of their livesand
thelivesof peoplethey livewith or work with.

I am not arguing that all emotionsare undesirable
or dysfunctional,merelyrefutingafallaciousargument.
Therearemany emotionsthathaveanimportantbiolog-
ical role (e.g. sexualpassion,andaggressionin defend-
inganest),andsomeemotionsthathumansvaluehighly,
includingaestheticemotionsandthejoy of discovery. I
alsoaccept,asmostAI researchershave acceptedover
many years,thattherearemany purelyintellectualprob-
lemswhichrequireexplorationof searchspacesthatare
too largefor complete,systematic,analysis.Theuseof
heuristicpattern-recognitionmechanismsisoftenuseful
in suchcases,to selectavenuestoexploreandto redirect
processing.But they canoperatewithoutgeneratingany
emotions.

8. Conclusion

This paper is a snapshotof an ongoing long term
multi-disciplinaryresearchprojectattemptingto under-
standthenatureof thehumanmindandhow wefit intoa
largerspaceof possibledesignsfor biologicalorganisms
andartificial agentsof many kinds.

The ideashave many links with previous work by
others.Besidestheconnectionwith Simon’s, Gibson’s
andNilsson’s ideascitedabove,thereareobviouslinks
with DennettandMinsky (e.g. [5, 9]). However there
is no roomfor a survey of similaritiesanddifferences.

Therehasalsonot beenspaceto explore all the im-
plications,but one thing is very clear: we are a long
way from implementingartificial systemswith the full
richnessandcomplexity of thesystemsdescribedhere.

Therearemany gapsin whatcurrentAI systemscan
do, insofarasthey arethoughtof asstepstowardsmod-
elling humanintelligence,andbeyond. ExistingAI sys-
temsdonotyethavewhateverit takesto enjoy or dislike
doingsomething.They do not really want to do some-
thing or care aboutwhetherit succeedsor fails, even
thoughthey maybeprogrammedto give thesuperficial
appearanceof wantingandcaring,or feeling happy or
sad. animal-like wanting, caring, enjoying, suffering,
etc. seemto requiretypesof architectureswhich have
notyet beenanalysed.

Simulateddesiresandemotionsrepresentedbyvalues
for global variables(e.g. degreeof “fear”) or simple
entriesin databaseslinkedto condition-actionrulesmay
give the appearanceof emotion,but fail to addressthe
way semanticallyrich emotionsemerge from interac-
tions within a complex architecture,andfail to distin-
guishdifferentsortsof emotionsarisingout of differ-

enttypesof processingmechanismswithin anintegrated
architecture.

CurrentAI modelsof otheranimalabilities arealso
limited: for example,visual andmotor capabilitiesof
currentartificial systemsare nowherenearthoseof a
squirrel,monkey or nest-building bird. To understand
animalcomprehensionof spaceandmotionwemayneed
to understandthedifferencesbetweenprecocialspecies
bornor hatchedwith considerableindependence(chick-
ens,deer)andaltricial specieswhich startutterly help-
less(eagles,cats,apes). Perhapsthe bootstrappingof
visuo-motorcontrolarchitecturesin thelatteryieldsafar
deepergraspof spaceandmotion thanevolution could
have pre-programmedvia DNA. The precocialspecies
mayhave muchsimplervisual capabilities,largely ge-
neticallydetermined.

Therearemany issuesthatarestill unclear, andavast
numberof remainingresearchtopics. In particular it
is not clearhow muchof this is relevant to the design
of softwareagentsinhabitingvirtual machineenviron-
mentsonly, andlacking physicalbodies. Many of the
humanreactive mechanismsandsomeof their motiva-
torsandemotionalresponsesarecloselylinkedto bod-
ily mechanismsandfunctions. E.g. if you don’t have
a body you will never accidentallystepon an unsta-
ble rock, andyou will not needan“alarm” mechanism
thatdetectsthatyou areaboutto loseyour balanceand
triggerscorrective action,including causinga surgeof
adrenalinto bepumpedaroundyourbody.

Neverthelesseventscanmovefastin avirtualmachine
world (asmany systemadministratorsfightingmalicious
intruderswill confirm) andeven pure softwareagents
mayneedreactivemechanisms.Still, it is likely thatthe
combinationsrequiredfor softwareagentsmayinclude
somearchitecturesnever found in agentswith physi-
cal bodies.Whetherthereverseis thecasedependson
whetherall sortsof physicalbodiesandphysicalenvi-
ronmentscan,in principle,besimulatedon sufficiently
powerful physically implementedcomputers:an open
question.

Artificial agentswhichdonotshareourdeepgraspof
spatialstructureandmotionwill belimited in theirabil-
ity to communicatewith us. However, it is not obvious
that in orderto sharethis knowledgesuchagentsmust
have similar bodiesandprocessingarchitectures.For
instance,peoplewho have never wantedto kill some-
one,may neverthelessunderstandsomeof the thought
processesof a murderer(a fact on which the success
of many novels and plays depends). Similarly some-
one who hasbeenblind from birth can understanda
greatdeal aboutvisual capabilitiesof sightedpeople,
for instance,thatcoloursareextendedpropertiesof 2-D
surfaces,somewhatlike tactiletextures.

So it remainspossible that some software agents
which arevery unlike uswill beableto engagein rich
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communicationwith us, though the detailedrequire-
mentsfor this arestill not clear.

And of course,in themeantime,teachersanddesign-
ersof computergamescanbuild many entertainingor
didactic, shallow simulationswhich lack most of the
featuresdiscussedhere.Thatis fine,aslongasthey take
carehow they describewhatthey havedone.
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