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A slightly shorterversionof thefollowing text wasbroadcastvia netnews
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but acolleagueencouragedme.
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Abstract:
Muchphilosophicaldiscussionconcerningfreedomof thewill is basedonanassump-
tion that thereis a well-defineddistinctionbetweensystemswhosechoicesarefree
andthosewhosechoicesarenot. This assumptionis refutedby showing that when
requirementsfor behaving systemsareconsideredthereareverymany designoptions
whichcorrespondto awidevarietyof distinctionsmoreor lesscloselyassociatedwith
our naive ideasof individual freedom. Thus, insteadof onemajor distinctionthere
aremany differentdistinctions;differentcombinationsof designchoiceswill produce
differentsortsof agents,andthenaive distinctionis not capableof classifyingthem.
In this framework, the pre-theoreticalconceptof freedomof the will needsto be
abandonedandreplacedwith a hostof differenttechnicalconceptscorrespondingto
thecapabilitiesenabledby differentdesigns.

Philosophydonewell can contribute to technicalproblems(as shown by the influenceof
philosophyon logic, mathematics,andcomputing,e.g.via Aristotle,Leibniz,FregeandRussell).

Conversely, technical developmentscan also help to solve or dissolve old philosophical
problems. I think we are now in a position to dissolve the problemsof free will as normally
conceived,andin doingsowe canmakea contribution to AI aswell asphilosophy.

Thebasicassumptionbehindmuchdiscussionof freedomof thewill is:

(A) thereis a well-defineddistinctionbetweensystemswhosechoicesarefree and
thosewhosechoicesarenot free.

However, if you startexaminingpossibledesignsfor intelligentsystemsin greatdetail you find
thatthereis no onesuchdistinction.Insteadtherearemany ‘lesser’distinctionscorrespondingto
designdecisionsthata robotengineermightor mightnot take– andin many casesit is likely that
biologicalevolution tried both(or several)alternatives.

Thereareinteresting,indeedfascinating,technicalproblemsaboutthe implicationsof these
designdistinctions. For example,we canaskhow individualswith the differentdesignswould
farein a varietyof socialsettings,what they would be like to interactwith, which sortsof tasks
they would be able to achieve and which not. Exploring designdetailsshows, I believe, that
thereis no longerany interestin thequestionwhetherwe have freewill becauseamongthe real
distinctionsbetweenpossibledesignsthereis no onedistinctionthat fits the presuppositionsof
thephilosophicalusesof theterm“free will”. It doesnot mapdirectly ontoany oneof themany
differentinterestingdesigndistinctions.So(A) is false.
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“Free will” has plenty of ordinary usesto which most of the philosophicaldiscussionis
irrelevant.E.g.

“Did yougoof your own freewill or did shemakeyougo?”

That questionpresupposesa well-understooddistinctionbetweentwo possibleexplanationsfor
someone’s action. But theanswer“I wentof my own freewill” doesnot expressa belief in any
metaphysicaltruth abouthumanfreedom. It is merelya denial that certainsortsof influences
operated,suchasthreatsor coercionby anotherperson.Thereis no implicationthatnocauses,or
nomechanismswereinvolved.How couldany lay personknow thattherearenocauses,sincewe
know very little abouthow our brainswork?

The claim to have donesomethingof your own free will simply illustratesa common-sense
distinctionbetweentheexistenceor non-existenceof particularsortsof ‘external’ influenceson
a particularindividual’s action. We couldall list typesof influencesthatmight make usinclined
to say that someonedid not act of his own free will, someof which would, for example,lead
to exonerationin the courts. But saying“I did not do it of my own free will becauseprocesses
in my brain causedme to do it” would not be acceptedasan excuse,or a basisfor requesting
forgivenness.

Howeverthereareotherdeeperdistinctionsthatrelateto differentsortsof designsfor behaving
systems,but ourordinarylanguagedoesnot includetermsfor distinguishbehaviour flowing from
suchdifferentdesigns.Beforewecanintroducenew theory-baseddistinctions,weneedto answer
thefollowing technicalquestionthatlurksbehindmuchof thediscussionof freewill.

“What kinds of designs are possible for intelligent agents and what are the
implicationsof differentdesignsasregardsthedeterminantsof theiractions?”

I’ ll use“agent”asshortfor “behaving systemwith somethinglikemotives”. Whatthatmeansis a
topic for anotherday. Insteadof onebig divisionbetweenthings(agents)with andthings(agents)
without freewill we’ll thencomeup with a hostof moreor lesssignificantdivisions,expressing
someaspectof thepre-theoreticalfree/unfreedistinction.E.g. herearesomeexamplesof design
distinctions(someof whichwouldsubdivide into smallersub-distinctionson closeranalysis):

� Compare(a) agentsthat areablesimultaneouslyto storeandcomparedifferentmotiveswith
(b) agentsthathavenomechanismsenablingthis: i.e. they canhaveonly onemotiveat a time.

� Compare(a)agentsall of whosemotivesaregeneratedby asingletop level goal(e.g.“win this
game”)with (b) agentsthat have several independentsourcesof motivation (motive generators
implementedin hardware or software), e.g. thirst, sex, curiosity, political ambition, aesthetic
preferences,etc.

� Contrast(a) an agentwhosedevelopmentincludesmodificationof its motive generatorsand
motivecomparatorsin thelight of experience,with (b) anagentwhosegeneratorsandcomparators
arefixedfor life (presumablythecasefor many animals).

� Contrast(a) an agent whose motive generatorsand comparatorschangepartly under the
influenceof geneticallydeterminedfactors(e.g. puberty),with (b) an agentfor whom they can
changeonly in thelight of interactionswith theenvironmentandinferencesdrawn therefrom.

� Contrast(a) anagentwhosemotive generatorsandcomparators(andhigherordermotivators)
arethemselvesaccessibleto explicit internalscrutiny, analysisandchange,with (b) anagentfor
which all thechangesin motive generatorsandcomparatorsaremerelyuncontrolledsideeffects
of otherprocesses(as in addictions,habituation,etc.) A similar distinctioncanbe madeas to
whethermotivesthemselvesareor arenot accessibleto explicit internalscrutiny, analysisand
change.
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� Contrast(a)anagentpre-programmedto havemotivegeneratorsandcomparatorschangeunder
the influenceof likesanddislikes,or approval anddisapproval, of otheragents,and(b) anagent
that is only influencedby how thingsaffect it. The former will be morelikely thanthe latter to
absorbthevaluesof its culture.

� Compare(a) agentsthat are able to extend the formalismsthey use for thinking about the
environmentand their methodsof dealingwith it (like humanbeings)and (b) agentsthat are
not (mostotheranimals?)

� Compare(a) agentswhosemotives are never inconsistent,e.g. becausethe latest motive
alwaysremovesall others,and(b) agentsthatcansimultaneouslyhave incompatiblemotives(e.g.
wantingto drink at thewaterholeandwantingnot to go nearthathungrylooking lion crouching
besidethewater).

� Compare(a) agentsthatareableto assessthemeritsof differentinconsistentmotives(desires,
wishes,ideals,etc.) andthendecidewhich (if any) to acton with (b) agentsfor which motivator
conflictsarealwaysresolvedusingsomeautomaticreaction,e.g. having a measureof ‘strength’
associatedwith eachmotive andalwaysbeingdrivenby thestrongestmotive, or agentsthatare
alwayscontrolledby the mostrecentlygeneratedmotive (like very youngchildrenandperhaps
someotheranimals?).

� Compare(a) agentswith a monolithic hierarchicalcomputationalarchitecturewhere sub-
processescannotacquireany motives (goals) except via their ‘superiors’, with only one top
level executiveprocessgeneratingall thegoalsdriving lower level systemswith (b) agentswhere
individualsub-systemscangenerateindependentgoals.In case(b) we candistinguishmany sub-
cases,for instance:

(b1) the systemis hierarchicaland sub-systemscan pursuetheir independentgoalsif they
don’t conflictwith thegoalsof their superiors

(b2) thereareprocedureswherebysub-systemscan(sometimes?)overridetheirsuperiors(e.g.
trainedreflexes?)

� Compare(a)asystemin whichall thedecisionsamongcompetinggoalsandsub-goalsaretaken
onsomekind of ‘democratic’votingbasisor anumericalsummationor comparisonof somekind
(a kind of vectoradditionperhaps)with (b) a systemin which conflictsareresolvedon thebasis
of qualitativerules,someof whicharedeterminedgenetically(from birth) andsomeof whichare
productsof acomplex high level learningsystem.

� Compare(a) a systemdesignedentirely to take decisionsthat are optimal for its own well-
beingandlong term survival with (b) a systemthat hasbuilt-in mechanismsto ensurethat the
well-beingof othersis also taken into account. (Humanbeingsandmany otheranimalsseem
to have somebiologically determinedmechanismsof the secondsort - e.g. maternal/paternal
reactionsto offspring,sympathy, etc.).

� Compare(a) a systemthat includessomekind of randomgeneratorthat determinessomeof
its major decisionsand (b) a systemall of whosedecisionsare basedon its motives, beliefs,
preferences,etc. which in turn are producedby totally deterministicprocessesincluding long
termlearning.

� There are many distinctions that can be made betweensystemsaccordingto how much
knowledgethey haveabouttheirownstates,andhow muchthey canorcannotchangebecausethey
do or do not haveappropriatemechanisms.(As usualtherearemany differentsub-cases.Having
somethingin a write-protectedareais different from not having any mechanismfor changing
storedinformationat all.)
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Therearesomeoverlapsbetweenthesedistinctions,andmany of themarerelatively imprecise,
but all arecapableof refinementandcanbemappedontorealdesigndecisionsfor arobot-designer
(or evolution).

They are just someof the many interestingdesigndistinctionswhoseimplicationscan be
explored both theoretically and experimentally, though building models illustrating most of
the alternatives will requiresignificantadvancesin AI e.g. in perception,memory, learning,
reasoning,motorcontrol,etc.

When we explore the fascinatingspaceof possibledesignsfor agents,the questionwhich
of the varioussystemshasfree will losesinterest: the pre-theoreticfree/unfreecontrasttotally
fails to produceany one interestingdemarcationamongthe many possibledesigns– thoughit
canbe looselymappedon to severalof them. However, differentmappingswill imply different
implicationsfor classifyinganagentasfree,or asunfree.

After detailedanalysisof designoptionswe maybeableto definemany differentnotionsof
freedom,with correspondingpredicates:-free(1), free(2), free(3), .... However, if an object is
free(i) but not free(j) (for i /= j) thenthequestion“But is it really FREE?”hasno answer.

It’ s likeasking:What’s thedifferencebetweenthingsthathave life andthingsthatdon’t?

Thequestionwhethersomethingis living or not is (perhaps)acceptableif you arecontrasting
trees,miceandpeoplewith stones,riversandclouds.But whenyoustartlookingat a largerclass
of cases,includingviruses,complex moleculesof variouskinds,andothertheoreticallypossible
cases,thequestionlosesits pointbecauseit usesapre-theoreticconcept(“life”) thatdoesn’t have
a sufficiently rich and precisemeaningto distinguishall the casesthat can occur. (This need
not stopbiologistsintroducinga new preciseandtechnicalconceptandusingtheword “life” for
it. But that doesn’t answerthe unanswerablepre-theoreticalquestionaboutpreciselywherethe
boundarylies.)

Similarly “What’s thedifferencebetweenthingswith andthingswithout freewill?” mayhave
an answerif you arecontrastingon the onehand,thermostats,treesandthe solarsystemwith,
on theotherhand,people,chimpanzeesandintelligentrobots.But if thequestionis askedon the
presumptionthatall behaving systemscanbedivided,thenit makesthefalseassumption(A).

So,to askwhetherwe arefreeis to askwhich sideof a boundarywe areon whenthereis no
particularboundaryin question,only an ill-definedcollectionof very differentboundaries.This
is onereasonwhy it is thatsomany peoplearetemptedto say“What I meanby ‘free’ is...” and
they thenproducedifferentincompatibledefinitions.

In otherwords,theproblemof freewill is a non-issue.So let’s examinethemoreinteresting
detailedtechnicalquestionsin depth.

It is sometimesthoughtthat thesuccessof computationalmodelsof the humanmind would
carry the implication that we lack freedombecausecomputershave no freedom. However, as
I arguedin section10.13of Sloman(1978), on the contrarysuchmodelsmay, at last enable
usto seehow it is possiblefor agentsto have anarchitecturein which their owndesires,beliefs,
preferences,tastesandthelikedeterminewhatthey doratherthanexternalforcesor blind physical
andchemicalprocesses.This line of thinking is elaboratedin the booksandpaperscited in the
bibliography. Dennett(1984), in particular, analysesin considerabledepththe confusionsthat
leadpeopleto worry aboutwhetherwearefreeor not.

Now, shall I or shan’t I submitthis.........????
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